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PREFACE

This volume contains major papers read at the Seventh Annual
Forum of the Association for Institutional Research. The 1967 Forum
was held at the Georgia Center for Continuing Education of the University
of Georgia. The Forum theme was "The Instructional Process and Insti-
tutional Research."

Space limitations made it necessary to eliminate many tables,
charts, graphs and diagrams from the original papers. For readers with
great interest in a particular research paper, more complete details can
generally be secured directly from the authors. In order to conserve
space and maintain a reasonable degree of consistency among the papers,
the editor found it necessary to reduce lengthy introductions, amusing
anecdotes, and personal passages. For these excisions he accepts respon-
sibility and asks forgiveness.

The number of high quality contributions to this volume seems
to be another indication of the growing maturity of institutional research.
The current Proceedings reflect a greater concentration than earlier ones
on the central concern of higher education -- academic programs. While
finances, facilities, and enrollment projections will continue to be major
fields for institutional studies, the new emphasis on instruction will provide
added educational importance and balance to the domain of the institutional
researcher.

Special recognition is due John Hiers, Research Assistant in the
Institute of Higher Education, who ably did the preliminary editing on
all manuscripts. Credit is also due typists who assisted in preparing the
material: Mary Snyder, Nina Berkley, Gayle Chapman, Kathleen Coy, and
Carolyn Boisky.

Galen N. Drewry
Editor
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INSTITUTIONAL RESEARCH--A FUTURE UNFOLDING

James R. Montgomery
Director of Institutional Research

University of Tennessee

Man, perhaps fortunately, at this point in time cannot see into the future. But
if one allowed his imagination free play, he might imagine a future campus with
characteristics somewhat along the following lines.

When the incoming student arrives on campus, he reports to the administration
building. As he approaches this circular structure, the doors open automatically
and a pre-recorded voice asks him to enter and, if a new student, directs him to
report to a designated window. There another voice asks him to place his university
credit card in a slot. The card notifies a computer that this particular student
has arrived; the computer in turn produces his class schedule, treasurer's statement,
student permit, a prescription, and last-minute changes in registration. The pre-
scription is for a pill to increase the individual's memory powers. The schedule
is an elaborate document divided into four basic parts:

1. Traditional class sessions. The idea of face-to-face encounters between
teachers and students has been hard to overcome and some regular classroom
sessions still occur.

2. Learning laboratory schedule. In this schedule the student finds the times
when he has access to the learning laboratory--an elaborate array of computer
terminals, television and slide equipment, which is necessary for almost
every course. In fact, certain courses have been replaced by the learning
laboratory.

3. Motivated computerized class sessions. In these sessions a student finds
each seat wired for electricity and connected with a computer. Whenever a
student fails to respond or to work on assignments being presented by the
computer, he receives a shock--responding keeps the current off. This type
of motivation has been called negative and positive re-enforcement.

4. Library. The library remains an essential part of the learning process,
although it contains an increasing amount of video tape and recorded material,
as well as books. The crowds which throng it, however, make some scheduling
of library time for students an absolute necessity.

While our incoming student whisks to a residence hall in a nuclear-powered campus
bus, let us look briefly at other parts of the administration building. You will
recall it is circular, a design necessitated by the need to place the office of
institutional research (called the office of educational development) in the center,
where it can be surrounded by the president, vice presidents, and related super-
numeraries. Within this operation a staff of experts is busily at work. Can you
guess the topics being explored?

1. That another freshman is now entering has been relayed to this office, and at
the close of the day a check of the enrollment prediction will be made. This
information will be entered into the SAKA (see all, know all) Model, which
provides management information on housing capacity, financial needs, physical
plant operations, student-bus traffic flaw, learning laboratory scheduling,
and related matters.

2. The staff is deeply engaged in reviewing whether this is the year that a
project, delayed since 1967, should be implemented. This delayed project,
as you have guessed, is on the grading practices of faculty members. The
staff wonders why the same grading ratios and patterns exist as were present
some twenty years previously.
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There is little reason to follow this 1987 picture further. It would frighten us
to find that an automatic device in the residence hall throughout the night indoc-
trinates, or as some say "shapes," the student in matters of school spirit, school
songs, cheers, history of the institution, and subtly seeks to convince him that as
an alumnus he will want to contribute financially to his alma mater. This device
also instructs him on his position in the line of march in campus demonstrations,
what number to call when arrested, and other such information which no self-respect-
ing freshman should be without. Let us return, therefore, to issues which are not
so far in the future and look more closely at them.

Institutional research, whether by that name or another, appears to be a part of
the campus scene for the foreseeable future. With approximately twenty new colleges
opening each year and with enrollments increasing in most of the older ones,1 expan-
sion of higher education in general and institutional research in particular appears
assured. The variety of students with the accompanying accumulation of experiences,
knowledge, and interests will continue to bring problems. More federal money for
higher education will cause so-called private as well as public institutions to
develop more extensive record-keeping systems, while the need to develop more evalu-
ative programs and procedures will be obvious.

Two groups increasingly will want information. The administration, faced with
operating within a bureaucracy, looks across an institution where, with rare excep-
tion, each department takes an active interest only in its own affairs. Faculties
and trustees emotionally want strong leadership,' although they are somewhat less
than enthusiastic about the person who demonstrates too much of it. The point is
that an administration, if it is to move forward, needs help, and to the extent it
can be persuaded to use institutional research in making studies, the task will be
less arduous. The second group, which in the future will want more information, is
the faculty. In complex institutions the person who has the figures and knows what
they mean is a formidable opponent for a less well - informed individual or group to
debate. With faculties already showing a tendency to move toward collective bar-
gaining and stronger senate activities, and showing little inclination to drop
traditional suspicions of administrative behavior, the faculty will want more and
more information. If institutional research fails to supply it, other channels of
communications, parhaps less appropriate, will be developed.

In order to meet the needs of both the administration and the faculty, therefore,
institutional research must undertake assignments in two vital areas: operations
research and academic surveys. To the extent that we would like our efforts in
these areas to have an impact on the institutions we serve we should not forget that
for the past two years our keynote speakers (Allan Cartter and Lewis Mayhew3) have
harangued us over the lack of impact of institutional research. We must not assume
that our presence on campus and the weight of our reports automatically insure that
our work is "functional"--will influence in any substantive way the decision making
process on our respective campuses.

Two Basic Types of Studies for the Future

With rare exception every college and university, from the smallest to the largest,
needs two basic types of studies: operations-management research and academic develop-
ment research.4

1. Operations-management research might include such factors as the following:

a. Long-range and medium-range planning for campus physical development.

b. Realistic cost studies, space studies, and similar reviews which might
help to stretch dollars, especially in light of rising costs.

c. Simulation studies and models for management operations.
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2. Academic development research might encompass such studies as the following:

a. Long-range and medium-range planning for academic development.

b. Learning studies.

c. Value studies.

Studies in Operations Research

The need for long-range planning is obvious to one in institutional research.
Certainly questions concerning operations research should be included in it. For

example, to what extent is planning, with or without research, undertaken in
developing better communication and communication skills on college campuses among
the various groups and individuals?

The Rourke and Brooks report notes the failure of college administrators to
introduce major breakthroughs in what might be called scientific management.
Neither institutional research officers nor computer managers have thus far brought
extensive change.5 Yet we know that a financial study, when conducted by a man
such as John Dale Russell, may cut to the center of a university, clearly showing
defects and remedies.

Many cost sudies serve more for eye appeal and fad appeal than for practical
management purposes. There are real exceptions to this generalization. Such
studies, regardless of their external purposes, would seem as a minimum to allow
decisions to be made, with some awareness of the outcome, on how much could be allo-
cated for raises, for expansion of faculty, for new operations, or for additions to
departments which have the greatest need fol. personnel.

Prediction and simulation research frequently lead to areas which contain short-
term information of great value. At The University of Tennessee this year an effort
to predict enrollment by courses had several immediate and conflicting reactions on
our campus: one department head and one dean thought we were too low, one vice
president thought the material helpful, another disagreed with our beginning assump-
tions (with partial correctness), one department head thought us too high but
nevertheless adjusted his figures accordingly, and another believed us correct.
Hence, this report for The University of Tennessee, when further refined, may prove
a helpful management tool. Our institutional research people borrowed the idea from
another institutional research office6 and introduced it- -top management did not
request it.

Perhaps the most involved model of a university operation is one under study by
H. E. Koenig and associates at Michigan State University, developed with the assist-
ance of a grant from the National. Science Foundation. 7 The model builders want to
observe the relation between flow of students and resources. The model seeks to
identify the demands of the students on the institution and the rescurces needed to
meet them. The model, admittedly, is far from perfect, and its complexities have
not been solved completely. But it represents a major effort to enter into model
building which might aid administrators.8

In operations research it too frequently happens that one becomes convinced that
a computer on campus is necessary before undertaking research. Nothing could be
further from the truth. The third generation computers with time - sharing apparatus
should enable any college with an enrollment of five hundred or more to obtain
assistance from a nearby installation. Furthermore, it is possible to spot an

enrollment trend, the need for a residence hall, or the need for changing a master
scheduling plan with a calculator or simply a pencil.

9
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It is not necessary to wait for a grand breakthrough. For example, Koenig's
model may work to develop smaller, less complex models or other types of predictive
information. L. E. Hull and associates at Indiana University are well launched in
combining less complex simulation studies which work into helpful management infor-
mation materials. Although a campus lacks a total information system, there is
nothing to prevent what information is available, whether computerized or not, from
being utilized effectively. One should be able to predict the effect of converting
a classroom to office space, to review a telephone system, to ascertain the desira-
bility of a larger or smaller summer school session, or to know whether added
faculty members go to departments with the most need (at least from a student-
served basis), regardless of whether a total information system exists or at elab-
orate model is available.

Frankly, top level administrative officials frequently cannot define the precise
information they need. At times institutional researchers are not aware of basic
problems but instead receive requests which someone hopes will produce a helpful
report. We have undertaken in our office too many descriptive studies which had
length but no impact. Sometimes it is the fault of the design; sometimes of the
initial question. Two involved space utilization studies grace our shelves. These
show in great detail the percentage of rooms utilized on a forty-four hour week
basis, the percentage of student stations utilized, and the percentage of use in
comparison with other institutions. How many more students could be accommodated,
haw many sections could be added before reaching capacity, how long before a twelve
or fifteen period class day appeared necessary, what was the relative need between
classroom and office space, and a host of other unidentified items were perhaps
needed more.

Operations research for institutional researchers means supplying the right data,
in the correct amount, at the appropriate time to aid in policy making or develop-
ment procedures. Regardless of institutional size or data processing equipment
available, the objective is first to identify the basic problem and then to find the
applicable answers related to it, Such research should be backed with theory and
related whenever possible to academic surveys (or development).9

While operations research presents one aspect of the task in the foreseeable
future for institutional researchers, academic surveys represent another area which
only now is beginning to emerge and attract the attention of research offices. This
field of research holds as much, if not more, promise of producing an impact than
operations research.

Studies in Academic Develo meet Research

As a starting point for obtaining better information on faculty interests, a
survey might be in order to find problems with which faculty members want assist-
ance. Perhaps to identify, for example, an interest in receiving help with test
construction or computer assisted instruction procedures would reveal potential
areas for assistance and for research.

Necessarily, studies of grading procedures would fall within this focus. Pres-
ently there is a need for an extensive monograph on grading practices in colleges
and universities. Such a report might collect studies, such as those of John
Hills10, review findings, and begin to ascertain the theory which pertains to this
relic of higher education. Grading practices may prove to be the most important
variable in studying learning and retention.

Most institutional researchers have neglected meaningful studies on curricula and

courses. Dressel's frontal attacks against proliferation of courses and small course
enrollment which serve to weaken the total educational structure represent one

1J
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effort.11 More study of a similar nature is needed, as well as of other potential
areas, such a: the short-term and long-term relevance of taking five or six courses
pe7 term rather than three.

Another area needing attention might be called the learning environment. How one
learns, from the general to the specific or specific to general, and the factors
involved which cause a person to retain and transfer or apply material learned are
educational unknowns which lie within our research grasp. This is not to suggest
more studies on "how to teach effectively" by lecture, television, discussion, or
similar techniques. Rather, it is time for teachers to know the goals toward which
they are striving and the persons whom they are teaching. Assuming subject-matter
competence, one might explore with teachers:

1. Ways to organize course content to encourage learning regardless of whether
they disrupted the traditional classroom routine.

2. Ways to teach a class so that each of the diverse elements within it may
profit from the material, or stated simply: to challenge the assumption that
the entire class must be taught in the same manner.12

What evidence really exists to support contentions that students learn to think
and respect honest difference of opinions, both highly proclaimed end products of
higher education? What differences do teaching arrangements make (for example, what
is the evidence to demonstrate that the same amount of class time is needed for
English as for history, or mathematics as for zoology)?13 What evidence do we find
that the college or university has had an impact on the student, and if so, did this
impact have anything to do with the classroom presentations? Can students with
similar learnipg characteristics be identified and placed in similar learning
environments? 14 What is the evidence to support the desirability of developing
cluster colleges? Finally, what might happen if we asked the students how they
wanted to learn and tried teaching accordingly?

Already computer assisted instruction is a reality at a few universities, and
within the next few years development of this learning procedure will accelerate.
Institutional research needs to be a part of this development and ready to look at
such factors as effectiveness and costs. In addition, it might be appropriate to
begin to explore the "proper" division between computer-aided and teacher-aided
instruction. Only a step away is "package curricula" from corporations which have
combined into a packet materials such as printed matter, audio-visual tapes, or
items to observe and sme11.15 While the market for such material may not initially
be found in higher education, evaluation of such products should be in order.

One final illustrative area for academic research might be value development.
While some of our institutional research members have worked within this field, we
all need to be familiar with the literature and research implications of it. Junius
A. Davis', "What College Teachers Value in Students," should cause us continuing
worry. Davis asked entering students at a high-prestige engineering college to
describe themselves on such factors as interest in ideas or devotion to scholarship.
Three years later faculty membere were asked to select the students who exemplified
the highest goals of the institution and who appeared likely to excel as engineers.
As you have already guessed the descriptions from the students and the perceptions
of the faculty lead ona to wonder about the values of both groups. Those students
describing themselves as talkative and socially confident had in fact emerged as
"well known" to the faculty. Those students thought to be heading for successful
engineering careers had pictured themselves as preferring newspapers to books, as
being "ra1m and deliberate" rather than "venturesome," and as preferring to use a

computer rather than to design one.16 The implication for institutional researchers
is not necessarily whether these values are bad or good, but whether our offices
have the faintest perception of student and faculty values.
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Studies concernin3 learning are difficult to undertake for a variety of lk.,asons
(including faculty indifference), but this difficulty does not negate the:7.r .Loport-
ance. The field awaits and needs institutional research personnel either to under-
take or assist others in studying this emerging area of concern.

Enhancing the Likelihood of Impact

There are several ways in which we might increase the influence of out efforts in
coping with formidable research requirements and have some impact on the 1;olicies
and programs of our institutions. There are five essential elements which should
become the sine gua non of institutional researchers if our image is to become what
we desire: we need to write more, and more lucidly; wq need to develop campus -wide
stature for honesty in reporting findings; we need to become more concerhed with
theory and with experimental design; we need to evaluate our effort; and we must
say what we believe the implications of our research to be for policy formulation.

Let us look first at the topic of writing, especially for readers outside our own
institution. The most recent book published on institutional research and opera-
tions research is the Managerial Revolution in Higher Education by Rourke and Brooks.
Neither of these men is an institutional researcher, at least in title, but this book
makes a helpful contribution to this field. The Annotated Bibliography of the
Association, first published this year, is a step in the direction of letting others
know what is being written; moreover, it will allow some idea to be formed of work
completed or underway. When one serves in an institutional research capacity, it
becomes obvious why writing is difficult: the press of assignments and the unspec-
tacular nature of most resulting reports make writing, for other than limited
internal use, difficult. But the problem may be more basic: with occasional excep-
tions most people need a strong incentive to write, such as the desire for a pro-
motion, a raise in pay, or the applause of other members of an academic discipline.
These incentives, such as academic rank, are frequently less strong or more removed
for us.

A second tack is to develop a campus-wide stature for honesty in reporting find-
ings. To fudge data slightly, to make a one-tailed statistical test when a two-
tailed one is in order, or to take any short cuts in seeking the correct answer must
be abhorred. To be honest and to give all the data may be extremely difficult- -
especially when the president or some other individual has expressed his idea of
the direction the study should go, or at least what he expects in the recommenda-
tions. Paul Dressel summed up the matter extremely well in a recent speech:

I think an institutional research director should be too honest
and forthright to be a college president, and he should be too
much interested in the improvement of higher education to waste
time being a dean. He should be more interested in focusing
attention on problems and getting people to come to grips with
them than in being loved. He should see himself more as a
faculty member than as administrator, but be willing to recognize
that faculty members will regard him as an administrator and
administrators will see him as just a little bit too oriented
to the faculty point of view to be completely trusted.17

Until one has turned in a study only to find that a decision has been made in a
direction other than that indicated in the study, one has not been initiated into
the interfraternity of institutional researchers. If recommendations and findings
from institutional research officers are always in the direction the administration
or faculty wants, then we are failing our responsibility.

A third area of continued emphasis should be on research methodology. The 1965
Forum focused on the theme "Design and Methodology in Institutional Research".

12
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Although we recognize the necessity of using theory or of developing theory for our
studies, frequently it is either de-emphasized or disregarded. Kenneth M. Wilson's
reports from the College Research Center :In Poughkeepsie represent a notable excep-
tion,18 and there are other researchers who also make this effort.

In addition to tying theory and related research more closely into surveys, there
remains much to be undertaken with experimental research designs. The Campbell and
Stanley chapter in Handbook of Research on Teaching19 should be familiar to each of
us. Yet, the material emanating from institutional research offices is almost com-
pletely devoid of investigations that have been based upon experimental designs.
Unfortunately, some descriptive studies, which are so laboriously prepared, contrib-
ute no more than a news release--and sometimes even the press-release personnel
cannot find any item of value to report. The "Fact Book" of The University of
Tennessee, which has required some six months to complete, is an excellent case in
point, for after it is distributed this month it will be carefully filed and for-
gotten. The same amount of labor and investment in an experimental study might have
been spent more profitably.

On the other hand, experimental studies are neither easy to start nor to finish.
Personnel from our Office have sought permission from appropriate administrative
officials to undertake six experimental studies in the past two years. Five of the
six requests brought quick refusals, but one on a topic of learning improvement
holds great promise. Even with administrative backing, however, such studies on
occasion come to grief. At the Forum last year, James Morishima reported on an
experimental research study which grouped certain academic majors within residence
halls. This study became the object of a student power struggle which produced
resistance to participation in an activity in which purposes and procedures were
not clearly known by the students20 --a contention with merit but one which would
certainly contaminate the control and experimental groups.

It is also past time to evaluate our efforts as institutional research officers.
To assess where we are and possible directions for movement, it appears to be time
for surveys of faculty attitudes toward institutional research endeavors, and some
evaluation of the extent to which our findings are getting across to faculty and
administration. The attitudes which people hold toward institutional research
should be of interest, but even more important their ideas on studies and approaches
should be revealing. This year we tried a small experiment along these lines with
rather disastrous results: instead of placing an evaluation form at the front of a
report of one of the studies completed by the office, that we might collect a
reaction to the study, zip code information, and suggestions for further studies,
we placed it as the last page. Out of a mailing to sixty on-campus and off-campus
individuals, ten of the evaluation sheets came back to us. Hence, our reports do
not command the reading appeal of a spy thriller. We plan to change our format
for reports--whether people will read them remains to be seen.

The fifth element concerns the need to press for policy decisions based on survey
findings. A recent survey of institutional research officers indicates that less
than half of them submitted recommendations with their studies,21 while identifying
directions pointed out in a survey and stating recommendations appear essential
elements for a good report. The information which appears so clear to us may not
have a similar meaning to the layman. When a report is submitted and one self-
righteously steps aside to let another find the meaning, it should not be surprising
if nothing is undertal..m or the reverse of our intention occurs--and we have no one
to blame but ourselves. Perhaps this is one reason why Rourke and Brooks report
that college presidents placed a lower estimate on the influence of institutional
research in policy making than institutional research directors believed they had.22

The future for institutional research appears bright. But before we reach the
center of administration building or even remain on a college campus, we will need
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to produce better and more extensive writing, to be honest always with our surveys,
to develop better methodology, to evaluate our efforts, and to take stands which
may influence policy making. While standing for these essential elements for
institutional research, our studies will need to be concentrated in the area of
operations research and academic development.
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The U. S. Office of Education recently published a booklet entitled "Projections
of Educational Statistics to 1975-76" which provides a succinct picture of the
growth of higher education in the United States. The report covers the actual
statistics for the ten year period 1955-56 through 1965-66 and estimates for the
next ten years ending 1975-76. A glance at some of the figures for institutions
of higher education yields a perspective for this period of growth.

Actual
1955-56

Actual
1965-66

Projected
1975-76

Fall degree-credit
enrollment 2.7 mil. 5.5 mil. 9.0 mil.

Earned degrees - bachelor's
through doctor's 378,000 680,000 1,202,000

Full time equivalent
instructional staff for
resident degree-credit
courses 161,000 306,000 454,000

Total expenditures $5.0 bil. $15.2 bil. $25.3 bil.
(1965-66 dollars)

These projections involve a number of assumptions as to population growth,
continuance of trend lines and so on. Most projections made over the last decade
have proved to be conservative. Hence, it is safe to say that higher education in
this country is reaching immense proportions. And as a result, the entire character
of higher education has been changing and, in all probability, will change more
rapidly and drastically in the ensuing decade.

The size and growth of our system of higher education has placed an ever increas-
ing burden upon those who are concerned with its governance. In earlier years,
particularly those preceding World War II, the typical college or university was
characterized as having a "relaxed academic atmosphere." While there certainly
were problems to be faced and overcome, the pace of institutional life was slower,
less complicated, and less demanding from an administrative point of view. The
institutions were smaller, their programs less complex, their growth less dramatic.

In the decade 1930 to 1940, resident degree-credit enrollment increased by a
total of 35 per cent. The average enrollment of all institutions of higher educa-
tion rose from 780 to 875 students in the same period. By 1964, the average
enrollment was more than 2,300 students. Even more illuminating is that by 1964
almost 90 per cent of all degree-credit students were enrolled in less than half
of the number of institutions having 1,000 or more students. Furthermore, over 40
per cent of the students attended institutions having enrollments of 10,000 or
more, which were less than 5 per cent of the number of institutions. Thus, the
emergence of the large university is part of the pattern of change. So, too, is
the shift in proportional enrollments from private to publicly supported institu-
tions. The growth in research and development expenditures, the increasingly
bewildering array of federally sponsored programs, the importation of foreign
students and the exportation of faculty and technical staff to foreign lands add
to the urgent demand for better, more effective administration. No longer may
college and university presidents make horseback guesses, operating by the seat of
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their pants, in the hope that everything will come out all right in the end. The
war on ignorance and human obsolescence in an increasingly automated, technological
society is a deadly serious endeavor and will bring with it institutional casualties
whenever management fails in its mission.

If educational administrators are to meet this challenge and act intelligently
and purposefully, then they need information--which is the main topic under review
here. But before an attempt is made to identify the information needs of adminis-
trators, we must first decide who they are. Recently the American Association of
University Professors, the American Council on Education, and the Association of
Governing Boards of Universities and Colleges formulated a pronouncement on this
subject entitled, "Statement on Government of Colleges and Universities." This

document is concerned with the divergent and interdependent roles of the governing
board, the administrators, the faculty and the students. While some will argue with
its conclusions, and others will be frustrated by its omissions, one fact is per-
fectly clear. The way an educational institution is administered is far different
from the mode of the relatively monolithic, pyramidal structure of private industry
which educational administrators so often attempt to emulate. The lines of author-
ity are not clear-cut, the willingness of individuals to assume responsibility is
not uniform, and the interests of each group are inextricably woven together.

Even in the area of what might be called official administration, there are
unique problems. Most students of college and university management have increased
the emphasis on the critical role of the academic department chairman as the first
line of management. Yet, how does the training, the experience, or the personal
inclination of the man equip him for his managerial post? Many department chairmen
are selected on the basis of their scholarly attainment, public recognition, teach-
ing ability, and so on. Not a few accept the chairmanship reluctantly, looking
forward to the time when they may drop their administrative duties and resume full-
time teaching and research activities. While all of this is understandable, it can
hardly be accepted as proper preparation for the demands of administrative functions.
One can move on up the ladder of the academic hierarchy and find many of the same
characteristics.

The typical governing board has at least some members who have been trained in,
and have successfully executed, management responsibilities; but most have gained
their experience in industry or government. The uniqueness of higher education
makes them feel uncomfortable, and they tend to focus on familiarities like financial
budgets and investment portfolios. Perhaps this explains the rather limited role
which the previously cited policy statement spells out for the governing board. The
one fallacy in this defined role is that an uninformed governing board is seldom an
effective mechanism for raising funds from either private or public sources. If
the role of the governing board in securing the ever increasing financial resources
is to be sustained, some change must take place in its involvement in institutional
affairs.

The faculty in most institutions exercises control over many critical facets of
institutional development and operation. Curriculum development, degree require-
ments, admissions standards, and research policies are all areas of faculty involve-
ment, if not outright control. When the implications of decisions in these areas
are understood, the vital effect they have on the use of resources can be seen.
And, while the faculty has important authoritative prerogatives, it seldom has the
responsibility of finding the required resources.

Presently, this effort to define who management is has not been very illuminating.
Perhaps there never will be a simple, straightforward answer. Perhaps there never
should be one. As long as this confusion exists, however, the prime requisite of
an effective information system will be missing, and that is to define who will
receive the information in the first place.
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Let us assume now that "the administration" has been defined in our college or
university in some finite way. There still remains another hurdle before we can
talk about information: who makes what decisions? A basic postulate of the function
of information is that it is of assistance to the decision making process of manage-
ment. It must be possible, therefore, to identify not only who must make adminis-
trative decisions, but also what kinds of decisions a given administrator must make
and what kinds of activities they affect.

Once again, the problems inherent in the nature of higher education become
apparent. To the extent that authority and responsibility do not go together or
that different groups or individuals have overlapping concerns, it becomes increas-
ingly difficult to find the point in an academic institution at which a final
decision is made. The extensive use of committees to cope with a variety of prob-
lems and policies is one of the hallmarks of the academic community. While this
practice has a long history and is widely used, it can pose problems in fixing final
responsibility for decision making. Some have said that the very act of decision
making is anathema to the academic mind which is nurtured in the spirit of inquiry,
contemplation, and discussion. These traits are fundamental to good teaching and
imaginative research, but they lack the element of decisiveness which ultimately
must characterize managerial action. When these obstacles to decision making are
recognized, the often heard phrase "university policy" is understood more clearly
as the mask which covers the unknown decision maker.

As our administration has been defined by assumption earlier, let us also assume
that responsibility for decision making has been established as well. Now we come
to the heart of the matter--management information for decision making. But remember
that the heart cannot function without the head.

If any area of institutional activity has come into its own, it is that of the
collection of data. The chief culprit in this mushrooming exercise is the computer.
As each new generation of computers becomes operational, the ultimate goal seems to
be more and more possible; namely, to accumulate all information about everything.
A great deal of fun can be poked at computers and those who live with them and by
them, yet few can visualize how the myriad transactions and activities of our numer-
ous institutions could be coped with in their absence. The emphasis in computer
applications in the past has been on what some refer to as "housekeeping" activities.
The accumulation and manipulation of data for routine clerical activities which has
been the mainstay of registrars' offices, accounting departments and the like, have
been automated to a high degree in many large institutions. The production of
informational reports as a part of this routine processing has been considered a
by-product. It is the area of management information which currently is receiving
widespread attention and ultimately will prove to be the most important contribu-
tion of computer technology.

However, the trouble with computers is that they will only do what they are pro-
grammed to do by people, and too often the people do not make very intelligent
decisions. The easiest way out is to produce reams of reports, at a thousand lines
a minute, which literally overwhelm the people who receive them with a mass of
undigested, irrelevant data. The capturing of raw data and the translation of it
into machine-readable form is an art which is progressing faster than the ability
to produce the proper kinds and amounts of management information. While it would
be a waste of time to define all the different kinds of specific information which
administrators might use to good advantage, it is essential that this type of
information be characterized generally. Criteria for the evaluation of management
information must be established first. The specific content will flow naturally
from this definition.

To gain perspective on the problem of criteria, it may be helpful to consider
some concepts developed by a committee of the American Accounting Association, as
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set forth in its Statement of Basic Accounting Theory, published in July, 1966.
This rather forward-looking statement suggests four basic standards to be used in
evaluating accounting data: relevance, verifiability, freedom from bias, and
quantifiability. While adherence to all four standards is not always equally
possible, each should be weighed and considered. Fortunately this statement exhibits
a concern for statistical as well as financial data; hence, the applicability of
its conclusions to the affairs of higher education is relatively easy to imagine.

As previously stated, much more information about many aspects of institutional
activity is available now than ever before. The first problem in adapting the data
to management needs is to discover how it relates to both the area of activity being
administered and the type of decision being made. Most activities in a college or
university generate numerous individual transactions, yet few people need, or could
absorb, each transaction separately. Summarization of individual transaction or
activity data must be employed so that the user of the information can see patterns
and structures emerging from the mass of detail. If the data becomes too highly
summarized or generalized, it loses its significance again. What must be found is
that level between absolute detail and absolute summarization which has the highest
degree of correlation to the problem at hand.

When we speak of moving from minute lists of specific information to the general-
ized summary, we are describing an ordered leveling of informational groupings.
This hierarchical structuring of information is the most critical element in classi-
fying data in an information system. Those who have gone through the pangs of
giving birth to a computerized total information system, or even to the development
of a portion of it (such as a chart of accounts) have experienced the agony of
laying out an orderly classification system which will provide a logical structuring
of the detailed information to be processed. In effect, the administrator who uses
information for decision making wants to screen that which is irrelevant and consider
that which is relevant. What he finally considers must then be assembled in digest-
ible form without losing its integrity.

Superficially, it seems simple to say that you accept the relevant and eliminate
the irrelevant. Yet problems arise not only in the choice between detail and
summary information in the same area of activity, but also in the interrelationship
between many different types of activities. Whenever a decision of any magnitude
is made with respect to one aspect of a college's operations, it invariably has a
direct effect on most other activities. For example, an admissions policy may be
developed after searching inquiry respecting test scores of incoming freshmen, class
standing in high school, rate of attrition in college, number of freshmen on proba-
tion, and other similar information for a given period of time. Once an admissions
policy is established and instituted, however, it has far reaching effects on such
matters as faculty, space utilization, costs of instruction, and residence hall
demands. Thus, we see that while a decision can be made in light of knowledge of
the circumstances surrounding the subject matter of the activity itself, the effect
of that decision on other activities must be considered as well. The reactions which
take place in these interrelated activities, if known in advance, could lead to a
totally different decision. The universe of information which is relevant to a
given decision tends to expand as the results of the implementation of that decision
are traced through all the affected parts of the institution.

Once data is assembled and is shown to be relevant to the subject at hand, the
administrator may be troubled by the second and third of the four basic standards
mentioned above: verifiability and freedom from bias. As educational institutions
grow larger and more complex, the president and his chief associates get further
away from the grass roots of daily activity. More reliance must be placed by top
administrators on what they are told by subordinates. The computer once again enters
the picture as a symbol of depersonalization, remoteness, and excessive size. But

the computer is the effect in this case and not the cause; it stands between the
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originators of detailed data and the user of its end product reports. The user-
administrator can easily become suspicious of the computer, its oprators, and his
subordinates, and he will seek means of ascertaining the reasonableness of the data
supplied to him. Most experienced administrators intuitively seek for another way
at arriving at facts and figures which will tend to substantiate the reliability of
the information first supplied.

Bias in information is very subtle and sometimes disastrous. Careful choice of
measurements or indices used to express quantified data is always a problem. The

object, of course, is to eliminate a preconceived objective in the manner in which
the subject matter is being measured. Take, for example, the glass containing a
certain quantity of water. One might say that the glass is half full, another could
state that the glass is half empty. Both would be correct, yet a more unbiased
statement would be that the glass held fifty per cent of its capacity. It is to be
expected that in any large organization where a number of men participate at high
levels of responsibility, albeit in different areas of endeavor, each will develop
strong feelings about the institution as a whole. Through this sense of zeal and
well motivated enthusiasm, reports of seemingly realistic data can be presented in
such away as to support an inescapable decision which aims the institution in a
direction consonant with the predilections of the reporter.

Another type of bias problem occurs which is equally dangerous and which is an
effect of the computer. Prior to centralized data processing, certain types of data
were the domain of separate administrators. Student records were maintained manu-
ally by the registrar and his staff. If anyone wanted to know anything about the
academic record of these students, he had to get the information from the registrar.
Similarly, the controller and his staff kept books by hand or by means of locally
controlled equipment. All financial repuits had to be obtained through the control-
ler or with his permission. Now, all of this information and much more can be
maintained in one place-- in the highly impersonal memory of a computer. Now, if
he wishes, the president can get any and all of this data from the computer without
referring to the registrar, the controller, or anyone else except the data process-
ing director. While this short-cut to information is enticing and may even be
freer from one type of bias at times, it leaves out the very important element of
competence in the area of the information itself. The function of the registrar,
the controller, the director of admissions, et al, is not simply to collect data,
but also to interpret it in many respects. When this vital human element is elimi-
nated, the information can become next to useless, if not misleading.

The problem of the fourth basic standard--quantifiability--reaches its zenith in
institutions of higher education. The very terms that are closest to the heart of
academe so far have eluded quantification. Academic excellence, quality of instruc-
tion, liberal education, adequacy of research necessary to instruction, and the
extent of participation in the affairs and problems of the community are all basic
to the goals and aspirations of the vast majority of colleges and universities. No
one has the temerity to say that he has the formula for converting these character-
istics into precise numerical values. On the other hand, every educational adminis-
trator readily makes decisions regarding policies which he feels are expressions of
those qualities. The establishment of a particular class size in a given course of
study in a particular discipline, the prerequisite of advanced degrees for promotion
to professional ranks, the selection of students on the basis of test scores and
class standing, and a host of other policy decisions which are made every day are
really quantifications of a predetermined sense of quality or mission. The problem,
however, is that in too many cases, the quantification in the form of adorted policy
is not clearly related to the particular quality which is sought. How often have
admissions standards been raised by institutions, only to discover later that the

rate of attrition has not dropped appreciably? How many successful governing board
members and alumni have complained that they could not have attended their alma
mater in the face of today's entrance requirements? How many times have outstanding



21 16

men in industry, government, the arts, and teaching been cited as only mediocre
students? Despite these contradictions and in the face of the seemingly hopeless
struggle to measure such abstractions as quality, efforts must be made to improve
these techniques or else the whole mission of providing information for decision
making fails.

So far, we have dealt with the problems inherent in providing information to
academic administrators. Perhaps we should turn to the brighter side for a moment.
The most significant improvement in academic administration in recent years is the
growing awareness of the need of more information about the institution to aid the
administration. This awareness has led to an impatience to begin the business of
establishing a broad base of data and the means of manipulating it for useful pur-
poses. In turn, more resources have been allocated to the job of developing this
capability in a growing number of colleges and universities. Most significantly,
the field of institutional research has been given support and encouragement to play
an even more significant role in support of academic administration. The sense of
inadequacy that grips the administrator of today urges him to look for better quali-
fied staff and more sophisticated managerial tools to assist the administrator in
his role of directing and controlling the institution's human and material resources.

One of the more advanced managerial techniques which has intrigued institutional
researchers and others in higher education is the computer model. The purpose of
the model is to express mathematically the myriad interrelationships that exist
among the elements that constitute a part or all of the structure of a college or
university. Once properly constructed, the model can then simulate the manner in
which the institution utilizes its resources under various assumed instructional,
research and public service demands. Such a model would enable the administrator
to anticipate and understand the effect on all areas of activity of a policy decision
in one activity or function. The model could be used to simulate a wide range of
alternative decisions, providing a choice which would result in maximum overall
berefit. The same model could also provide the long-range effect of today's decis-
ions. As conditions change and, with them, the interrelationships of which the
model is formed, the model itself could be updated and made to conform to reality
on a current basis. Visualize a loop which starts with the model constructed on
the basis of immediate past performance, then used for projection, then updated by
new information taken from ongoing actual experience, then used in its updated form
for new projections.

The computer model could bring another popular technique within reach of the
academic administrator. This technique, popularly called the planning-programming-
budgeting-system or PPBS, has enjoyed immense popularity in defense industry and is
being applied in various ways to many other types of industrial and governmental
activity. The technique involves five major phases: (1) identifying goals, (2) estab-
lishing order of priority, (3) determining and selecting from alternative courses of
action, (4) projecting the impact of current decisions on future years' operations,
and (5) measuring performance against the plan. While several of these steps do not
necessarily require a computer model, those involving selection of alternatives and
projection over time would not be effective or realistically feasible without the
computer model or some adaptation of it.

Let us finally turn our attention to what must be done in the future if the needs
of administration for useful information for decision making are to be met. A
review of the problems mentioned earlier suggests the answers. Administrative
responsibility and authority in academic institutions must be studied more carefully
and clarified, without being made so rigid as to be destructive of the essence of
the institution. Information must not only be gathered, but also organized and

structured so that it is relevant to the decision to which it is directed. New
relationships between cause and effect of alternative policy decisions must bt found
which will give clearer insight into the reasons why things happen in these institu-
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tions. Better measurements based on scientifically proven studies must be developed
which will enable a more reliable quantification of quality factcrs. More realistic
alternatives for program execution must be developed through analysis of significant
samples from a wide variety of practices.

The role of institutional research in the next decade can be the deciding factor
in the race to meet the demands of our society for more education for more people
than any other country in the history of the world has ever attempted to provide.
Whatever is accomplished must be done within the confines of limited resources, and
these constraints will become more noticeable over the years ahead. The competing
demands of our society for all manner of social and physical improvement will force
a limitation on the money and staff which will be available to higher education.
Research must find the answers to the many problems which will otherwise stand
between effective, relevant education and the citizenry it is intended to serve.
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Perhaps the term "decision making" has an important advantage over the older
terms, in that it tends to focus attention on the process of administration, rather
than on its structure. I shall interpret the term rather literally and shall try
to limit discussion to those aspects of administration or control that actually do
involve the making of decisions.

What is a decisi(_,a7 The most suitable definition given by Webster is: "Act of
determining in one's own mind upon an opinion or a course of action." Note that a
decision is a mental act, a rational act. Note also that the primary unit in a
decision is an individual person. This is an extremely important part of the con-
cept implied in the term "decision making." A decision is sometimes reported by a
group of persons, such as a committee, but such a decision is always the product of
the minds of the individual persons in the group. The decision may involve only an
estimate of the balance among individual, personal decisions; for example, a new
rule may be promulgated because some official estimates that "this is what the
students want." Cr, the decision of the group may be just a consensus, meaning
that no one is sufficiently concerned to object to what the leader or leaders of
the group have decided. Often the decision of a group involves a count to determine
what the majority of the members have decided. But in every case such decisions are
the product of individual decisions by the members of the group.

That a decision is a product of the human mind, and is therefore made by some
individual person, leads to two important corollaries. It is in most cases import-
ant to know who made the decision, and that the decision-maker had authority to
make the decision. The precise location of the source of a decision is essential
in good administration. If the decision is by a group of persons, such as a
committee, it is sometimes convenient for some of its members to hide behind the
anonymity of the group. But unless one is on record with an objection or a contrary
opinion or recommendation, it may always be assumed that he shares full responsi-
bility.

It may be useful to classify decisions for further analysis of the decision-
making process. There are at least four different systems of classifying decisions
that have to be made in higher education. Perhaps the most customary method places
them in two groups: those that are large or important, and those that are small and
relatively unimportant.

In a well administered institution one would expect to find that large or import-
ant decisions are made finally at a high level in the organizational structure, and
the small decisions are made at the lower echelons of executive responsibility. For
example, the decision to add a new school or college to the university organization
would typically be made at the level of the president, board of trustees, and some-
times even the state legislature. But action on the request of a janitor to take a
day off from work to attend the funeral of his wife's third cousin would ordinarily
be taken by a foreman or supervisor several echelons below the president's office.
The rule on the assignment of important and unimportant decision- making responsibil-
ities is, however, often disregarded.

But, one difficulty in classifying deciAons into small and large arises from
inability to foresee their long-term effects. What may seem a particularly diffi-
cult and large decision at the moment may, in the long run, have no important
consequences for the institution. By contrast, a decision that for the moment may

seem inconsequential may ultimately prove to have important effects on the whole
future of the institution's program. Two of the most important kinds of decisions
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ever made in a college or university often fail to get the high level of attention
they deserve: the appointment of any new member to the faculty, and the granting of
tenure to a faculty member. The sum total of these decisions makes all the differ-
ence between greatness and mediocrity for the institution.

A second method of classifying decisions, particularly applicable in colleges and
universities, is to separate them into those that involve the academic program and
those that are non-academic. The distinction is based on the idea that, if decisions
can be so classified, then the authority to make decisions can be assigned to the
respective elements of the organizational structure. This classification system
therefore becomes a basic point of reference in the assignment of institutional
personnel to either the academic or the non-academic grouping. It is usually the
most important element determining the structure of the official chart of adminis-
trative organization in a college or university.

The distinction under this method is probably more useful for classifying decision
makers than for classifying the substance of decisions. It is very difficult to
identify any large number of situations where the decision does not involve the
academic program in some manner; and also situations that may seem purely academic
in nature quite commonly involve such non-academic areas as finance, physical plant,
and (so-called) non-academic personnel. For example, decisions about the salaries
to be paid faculty members might be ':onsidered as purely academic, but certainly
finance is involved and probably also public relations of a non-academic sort.
Perhaps the most difficult problem presently and persistently facing many of the
growing colleges and universities is automobile parking for faculty, students, and
staff. Is this an academic or non-academic problem?

A third system of classifying decisions involves the separation into those that
involve policy and those that involve action. Presumably action is merely the
execution of policy, but sometimes action is taken first, with policy evolving from
a series of more or less consistent actions. Or the necessity for a policy may be
observed when there is a question about the consistency or appropriateness of an
action.

Under this system of classifying decisions, the general rule is that policy
decisions are made normally at a higher administrative level than decisions to take
action. For example, the board of trustees of an endowed college or university may
lay down certain policies to govern the investment of endowment funds. The officer
or agency that actually manages the fund, however, makes decisions about the specific
securities to be purchased (an action decision) in accordance with these policies.
Or the entire faculty may make a policy decision about the qualifications of students
that are to be admitted, and this policy may and probably should go to the board of
trustees for official adoption. But the decision to admit a particular applicant is
usually delegated to a subordinate in the administrative structure, the admissions
officer.

In the research done in the early 1930's for the North Central Association of
Colleges and Secondary Schools for the development of the new procedure in accredit-
ing institutions of higher education, there was an extensive investigation into the
location of decision-making functions in colleges and universities. The basic
classification of the administrative situations was in terms of the making of
policies and the taking of executive action in accord with the established policies.
This classified list of administrative or decision-making situations proved to be a
most illuminative introduction to the whole nature of the control and operation of
a college or university. It was used for many years by examiners as one basis for
judging the soundness of the administrative system in colleges and universities

being reviewed for membership in the Association.
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As in the case of classification on the basis of large and small decisions,
classification on the basis of policy and action demands some tolerance of excep-
tions in the usual ideas about assignment of responsibility. A lower official in
the administrative hierarchy may be confronted by a situation in which he has to
make a decision without benefit of consultation, and for which he finds no policy.
If he is of the stuff good administrators are made of, he will first consider the
situation from the standpoint of policy.

A fourth method of classification for decisions, sometimes used in the litera-
ture of general administration, divides them into the routine and the critical.
The terms programmed and unprogrammed may be used for essentially the same sort of
distinction. A critical or an unprograrnied decision requires fresh thought and
study, one for which adequate rules or precedents are not readily available. The
routine or programmed is made by reference to established policies or precedents,
requiring no re-thinking about the extended implications. The classification on
this basis is not greatly different from that between large and small, or important
and unimportant decisions. The classification on the basis of routine or critical,
however, does have the advantage of focusing attention on the quality and quantity
of the mental activity that must be involved on the part of the decision-maker.

While each of the four classification systems suggested is dichotomous, under
none of the systems is the division a sharp one. Under any classification system
decisions seem to be a continuum, ranging in a spectrum from small to large, or from
routine to critical, from policy-making to action, and from academic to non-academic.
There must therefore be considerable tolerance about any generalizations concerning
the assignment of decision-making functions to personnel at various levels in the
organizational structure of a college or university.

But who makes decisions concerning higher education in general? Every citizen,
casting a vote for a Congressman or Senator, or for a member of the State Legis-
lature, a Governor, or other elective officer, indirectly is making a decision that
may affect higher education. Every young person who decides to go to college, and
to a particular college, or who decides not to go to college, participates in a
decision-making process that, in toto, has a most important impact on higher educa-
tion. Every employer who sets academic requirements for newly employed personnel
is affecting higher education. A striking instance of this last situation was the
decision by the U. S. Armed Forces, shortly after the end of World War II, that
commissioned officers must have the bachelor's degree as a minimum academic attain-
ment.

More specifically, certain agencies outside the institutions of higher learning
make decisions affecting colleges and universities. Four kinds of agencies may be
noted.

1. Government officials, of all three branches of government- -
executive, legislative, and judicial--are among the most important
of the outside agencies whose decisions affect higher education.
They provide appropriations, often for specific purposes or with
restrictions that the institutions must heed. They pass general
laws that apply to colleges and universities, such as minimum wage
scales or equal employment opportunities for women. Court decisions
affect institutional policies in many ways, such as discrimination
in admissions. Executive agencies require extensive statistical
reports, and make decisions about grants of funds.

2. Philanthropic foundations provide grants of funds to some
colleges, and deny grants to others. Some of the foundations
encourage colleges to install new programs in the hope of quali-
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fying for a grant. The foundations make studies and publish reports
advocating changes in the direction of higher education, not without
effect in many quarters.

3. Media of public information, perhaps not always consciously, tend
to affect the operation of higher education. When the cartoonist of
a widely read newspaper constantly caricatures the college professor
as a wild-eyed nincompoop, clad in a disheveled academic gown and with
his mortar board askew, the public image of college and university
personnel is definitely affected. By contrast, when the Advertising
Council of America sponsors a series of well done advertisements, paid
for by their clients in industry and business, urging people to sup-
port the college of their choice, the impact is certainly significant.

4. Churches and other religious bodies have long been a highly impor-
tant influence in the decisions about higher education in the United
States. The first American colleges came into being through decisions
by church groups, and this means of gestation and birth is still
responsible for new colleges almost every year. In many colleges the
church is still the ultimate authority over internal policies. Funds
received through church groups are an important part of the financial
support of many schools.

Inside the institution (or group of institutions in case the system of higher
education is the operating unit) there are four fairly distinct groups that may have
decision-making responsibilities: the governing board, most often known as the board
of trustees or board of regents; the executive or administrative staff; the faculty
members; and the students.

.0

1. The governing board is commonly said to have a final authority
over all the affairs of the institution. The specific powers of the
board are usually set forth in the institution's charter or other
legal authorization for existence. Property is usually held in the
name of the board, and the board has the power as a corporation to
sue and be sued in the courts.

Although the board legally has the final decision-making authority,
in practice it inevitably has to delegate much of this authority to
other officials or agencies within the institution. The extent of
this necessary delegation is more or less directly proportionate to
the size and complexity of the institution. In a very small college,
for example, the board may consider carefully every person proposed
for appointment to the faculty, spending considerable time on this
matter before voting to approve recommendations laid before it by the
president or dean. In a large university, most faculty appointments
are given only a pro forma approval by the board for the sake of the
record, 'or the authority to make final appointments to the lower
academic ranks may be specifically delegated by the board to the
president or other executive staff members.

Especially in state systems of higher education, where one board
has charge of a number of colleges and universities, some of which may
be quite large, the board typically has to rely on its awn executive
staff and on the staffs at the institution level for most of the
decision-making process. The alternative is a set of prefabricated
rules that impose a cramping uniformity on the institutions and that
commonly lead to inefficiency and mediocrity. It is unfortunate, also,
for the sheer magnitude of the operation to preclude attention by the
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board to the making of policies which should have a review at that
level.

The device of using a board for decision-making at the highest level
is the American way of safeguarding against executive tyranny or
mismanagement. There is grave danger in risking too many such
decisions to institutional executive officials, no matter how com-
petent they may be, but this happens when a single board has a
span of responsibility beyond that to which it can give adequate
attention.

2. The executive or administrative staff of the college or university
is usually the nerve center of the decision-making process at the
local institutional level. Without doubt many decisions about insti-
tutional policies and actions originate with or are made by the execu-
tive staff. Almost all decisions of any zonsequence flow to it or
through it.

In the past it has generally been held that the responsibilities of the
governing board should be confined chiefly to matters affecting policy,
while the administrative staff should be concerned primarily with
executing policy. There are many instances in which a decision by a
governing board on an action, that is, the application of a policy to
a specific case, has been unwise.

This generalization about the division of decision-making responsi-
bilities between the board and the executive staff is still valid.
There are, however, many exceptions. Inevitably in a college or
university many decisions on policy will be made by agencies or
persons other than the governing board. It is only the "important"
or "large" policies that are expected to come to the board for
decision-making. But what is an "important" policy? And who makes
the decision that the policy in question is sufficiently important
to be brought to the attention of the board? Simultaneously there
are situations in which an action-decision can be taken only by the
governing board--for example, to hire a new president or to fire the
incumbent president. But should the board take action on its own
initiative to fire the football coach, or the dean of women, or an
assistant professor of theology? "Certainly not," is the common
answer. "The board should act only on a recommendation coming up
through the executive staff."

In the popular mind, the administrative staff of a college or
university is the chief or even the sole locus of the decision-
making responsibility for institutional affairs. However, this is
only partially correct, as revealed by a discussion of the faculty
and students. The two groups next discussed constitute the chief
limitations on the decision-making power of the executive staff within
the institution.

3. The faculty, individually as members and collectively as a
legislative body, constitutes the third group involved in the
decision-making process within the institution. It seems almost
axiomatic that decisions affecting the curriculum and the instruc-
tional process should be made by the faculty members, for it is in
those areas that they are the experts. Furthermore, the de facto
curriculum is only what happens in the classrooms of the professors.

Also it may be agreed that the scholarly qualifications of a prospec-
tive appointee to the faculty can, under normal conditions, best be 2"
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evaluated by the faculty members in the discipline.

The professoriate has long held that it should be allotted responsi-
bility for decision making not only in such recognized areas as
curriculum and instruction, but also in other phases of institutional
operation (such as budget determinations and new plant construction).
On a national scale, the most vocal group representing faculty interests
is the American Association of University Professors. This associa-
tion has long demanded that the institutional faculty should have the
right to elect its awn representatives to the governing board of each
college or university. But little progress toward this goal seems to
have been made at the present.

Moreover I seem to detect a lessening of emphasis today on the "rights"
of faculty members to participate more widely in the decision-making
process on all matters affecting their institution. If I am correct,
why should this be so? It might be taken as an indication that
reasonable gains have been achieved, and that the faculty now does
enjoy the decision-making powers that have been sought for it. Or

more likely, the recent notable improvement in faculty salaries may
have removed the most significant causes for complaint against the
limited participation of faculty in decision-making. There is some
interesting evidence on this point in the study completed a few years
ago at New York University concerning faculty satisfactions and dis-
satisfactions. That study found that an unusually high level of
satisfaction prevailed among faculty members in what were then the
reasonably high salary brackets.

4. Students constitute the fourth group with more or less partici-
pation in decision-making in institutions of higher education. The
standard pattern has been to allocate to the student group the decision-
making authority in matters affecting only students (quiet hours in
dormitories, fraternity and sorority rushing, and the distribution of
receipts from activity fees). Yet even here much paternalistic influ-
ence or guidance from faculty and administrative staff hasprevailed.
But presently students are demanding participation in decision-making
on a much wider range of institutional affairs then the traditional
pattern provides. They want to make decisions about curriculum require-
ments, about retention and promotion of faculty members, about public
lecturers brought to the campus, about the use of course grades to
denote academic achievement, etc. However, we do not have an accurate
assessment of the representativeness of the whole student body in such
demands. Are these only the mouthings of a few agitators, or do they
represent a broad movement, widely supported by most of the students?
Already the use of the phrase "student power" (in an obvious analogy to
"black power") raises some questions about the real origins and strength
of the so-called student revolt.

It is perhaps an over-simplification of the situation, but I observe
that the rise of the new demands of students for wider responsibilities
in decision-making is coincidental with the loss of impact of a
decision-making power formerly held by students--the power to decide
what college to attend and to choose from a wide variety of institu-
tions, all of which were eager to have him or her as a matriculant.
In very recent years we have rather suddenly shifted from a buyer's
market to a seller's market in college attendance. Or, more specifi-

cally, students heretofore could exert an important power over institu-
tional authorities by refusing to attend one college and choosing
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another. That power has been diminished greatly; when almost every
institution has plenty of good students, and when getting admitted to
college, and to a particular college of the student's choice, involves
facing a formidable barrier of selection devices. In the former
buyer's market, institutions were particularly eager to attract
students, and students were conscious of being wanted, a feeling
closely akin to the feeling of power. Having lost this indirect
power, students tend to seek more direct participation in the decision-
making process.

Factors Affecting Decisions

What turns a decision one way or another in the decision-making process? The
factors that affect decision-making may be grouped into four categories: personal
factors within the decision-maker himself; pressures on the decision-maker from
outside sources; precedents; and objective data or evidence.

The decision-maker needs to be aware of personal factors, such as his own biases
and prejudices, which may sometimes lead to unwise decisions. Most subordinates
quickly analyze their chief, learn about his biases, and anticipate how these may
sway a given decision. In some cases the decision-maker's awn self-interest in a
situation may affect his decision. Higher education is remarkably free from
instances in which an institutional executive has lined his awn pockets because of
decisions he has made, but such instances are not unknown. Much more subtle is the
temptation to consult one's own ease and comfort, or that of close friends or
relatives, when a decision might affect such interests.

Some decision-makers gamble. They tend to disregard all other factors and depend
on their luck. Quite in contrast is the executive who likes to follow fairly fixed
principles in making his decisions. With him also subordinates can rather quickly
grasp the basic principles which he uses as guides, and they can successfully antici-
pate what kind of a decision he will make in most cases.

Any decision-maker comes under pressure from others regarding the determination
of a policy or course of action. Associates and friends, many of whom he respects
for the soundness of their advice, may bring pressure. More difficult is the
pressure that can arise from those whose unfriendly action he fears and must guard
against.

Decision-makers prefer to be considered consistent in their decisions. Therefore
precedents bring a marked influence on the decision in almost any situation. Some-
times, however, precedents need to be overturned, in light of changing circumstances
in a college or university. Oftentimes a review of the manner in which other
similar institutions have met a situation provides the kind of precedent which a
college or university can wisely follow.

One of the forms in which precedents may be cast is the institutional statement
of its aims and objectives. Most colleges and universities have such a statement,
carefully considered, officially adopted, and often printed on the early pages of
the annual catalog. How much attention do decision-makers pay to this statement in
arriving at their decisions? A cynic might reply, "Only when such a reference
serves to bolster up an already conceived decision that may be subject to criticism
by others." It is often quite convenient for the decision-maker to say, "But this
is a liberal arts college, according to our statement of objectives, and therefore
we must decide in this manner." One might also deduce, from the record of decisions
made, another set of institutional objectives that might differ considerably from
the printed list in the annual catalog. The whole question of the relation of
institutional objectives to the decision-making process in higher education deserves
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more exploration than it has had, and certainly it is too complex to be treated here
by more than a reference.

A fourth factor affecting decisions is objective evidence. An able executive
will already be in possession of a considerable fund of information about any situa-
tion in which he is called upon to make a decision. But there is always the possi-
bility that he may not have all the facts before him, and that some of his informa-
tion may be unsound or out of date. This is where institutional research comes into
the decision-making picture. I shall mention only briefly some of the kinds of
objective evidence which the decision-maker needs.

The most common kind of evidence is probably statistical data relevant to the
problem at hand. The data should relate to all pertinent aspects of the problem,
and the analysis should be in sufficient depth to elucidate the areas that are of
special significance for the decision to be made. Data on the present status of
factors involved in the problem are most useful if they can be accompanied by
reliable data of a normative sort, so that comparisons can be made with similar
situations within the institution or in other institutions. In many cases it is
quite helpful to have data in a time series, showing trends in various aspects of
the situation of a period of months or years. Often it is useful to project past
trends into the future, in the form of estimates of what the data will probably
resemble at some period five or ten or more years ahead.

Another kind of information, which is often put into statistical form but which
is somewhat different from the hard data obtained by counting dollars,consists of
summaries of opinions. Such summaries, if pertinent to the problem at hand, accu-
rately expressed, and carefully compiled, can be of great help in the decision-
making process. It should be remembered that such summaries are merely a count of
the varied decisions made by those included in the report. Summaries of opinion
vary widely in quality. Many are only vague estimates. At the other extreme are
polls obtained by carefully controlled random sampling, or that actually represent
a total response from some defined universe.

Finally, the timing of decisions is a factor of utmost importance. To one who
furnishes the raw material from which decisions may be made (for example, the direc-
tor of institutional research in a university or college), one of the most frus-
trating experiences is to find that, after much pertinent information has been
assembled, the decision-maker decides not to make a decision at this time. Now this,
too, is a decision, even though it may result in no immediate change in the status
quo and may relieve no tensions or permit no new planning.

Delaying a decision is a widely used tactic in administration. Sometimes the
delay has the advantage, if the proper decision is expected to be unpalatable in
some quarters, of keeping the opposition off balance. Or, a delay in decision-
making may reflect one or more of several other possible situations. It may result
from a belief that sufficient facts and evidences are not yet available to justify
a decision. Or; the decision-maker may believe that the correct decision may meet
more popular acceptance later. Quite commonly the decision-maker harbors a secret
hope that the matter may solve itself without a decision. And frankly, some deci-
sions are delayed because the decision-maker just cannot decide.

Most successful administrators have an uncanny sense about the timing of decisions.
The right decision at the wrong time can wreck an excellent idea or program. A far-
sighted executive must cultivate a great store of patience to wait for the proper
time to announce a decision, and good ideas may be stored for months, years, even
decades. Some weak executives support a good idea after others, more bold, have
begun to accept or adopt it.
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The right decision at the right time is the golden key to progress. It is a
prime characteristic of good leadership. Presently, this characteristic is especi-
ally rewarding in the field of higher education. But even the leader who success-
fully times decisions must have advisers who suggest new lines of development
without regard to their timing. This is the function of the prophet or the seer,
which in modern parlance could be translated as the researcher.
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John Dale Russell, in his concluding remarks, threw out the challenge to "the
next speaker" to define the function of institutional research in the decision
processes he had just described. He said:

Even the leader who successfully times decisions needs to
have about him advisers who can suggest new lines of develop-
ment without regard to their timing. This is the function of
the prophet or seer, to use two old and very respectable terms
which in modern parlance could be translated as the researcher.
Is this a proper function of institutional research?

As John Dale may have anticipated, my answer is an emphatic, yes! I will take
the position that institutional research should be oriented to planning, another
term that resembles the ancient functions of the prophet or seer.

Planning is the process of research, analysis, projection and evaluation of
alternative courses of action that preceeds a decision. In modern organizations,
where certain kinds of decisions involve significant costs and consequences when
committed to action, planning has become increasingly formalized and specialized as
a staff function.

The kinds of decisions that entail changes of policy, commitment of substantial
resources, and growth of major consequence insist on deliberation and objective
evaluation. The complex interrelationships among students, faculty, programs,
facilities, and finance in the modern college or university exceed the comprehen-
sion of unaided judgment and intuition.

The so-called "managerial revolution" reflects the effort to extend the reach of
judgment and intuitive understanding to predict the impact of change in one set of
components upon others in the organizational system. Given added impetus by the
rapid spread of the "Program Budgeting" movement through government and education,
the notion of comprehensive planning in higher education is increasingly popular.

Looking to the computer as the instrument that will permit us to cope with the
complexity of the institution, many institutional research people are trying to
develop simulation models and "total" information systems. Although at the moment
these new tools threaten to compound complexity rather than reduce it to manageable
proportions for effective use in decision making, the effort will produce some
useful resuLA in the next few years.

The institutional research office should be equipped to assume a coordinating
staff role in comprehensive planning. As the focal point of institution-wide data
collection, and equipped with skills in the methods of research and analysis,
institutional research presumably has built a solid foundation of information and
understanding of the relationships between programs and resources. What may be
missing is the planning orientation, the frame of mind that turns this knowledge
and understanding toward the future and assesses the long-range problems and poten-
tials of institutional development.

I should like to discuss some of the general features of the planning orientation,
and then try to give some illustrations of how it may be brought to bear on the
decision making and policy formation processes of higher education.
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The Concept of Rational Decision Making

The concepts of decision making and planning are very closely related. March
and Simon distinguish between "programmed" decisionsthose for which procedures,
routines, criteria, precedents, and rules are established so that the decision is
almost automatic--and "unprogrammed" decisions, which require innovative solutions
to new problems. (March and Simon, 1958.) They describe planning as unprogrammed
decision making.

Modern man has a powerful drive to strengthen the rationality of decision making,
especially in large organizations where order and predictability of behavior are
essential to the viability and continuity of the organization. (This is also viewed
as the prccess of bureaucratization.) The organizational man is constantly striving
to program the decision process to gain predictability and control over the compo-
nents of the organization. Nevertheless, the dynamics of change, both internal and
external, continually require response to new conditions for which lucid decision
criteria are not available. Planning is the attempt to minimize the uncertainty of
change and the unpredictability of the future by formalizing the process of antici-
pation. In a sense, when the planning process is formalized, it is an attempt to
program the process of unprogrammed decision making.

The planner strives to approximate the ideal of rational decision making. Meyer-
son and Banfield (1955) have summarized this ideal as follows:

1, the decision-maker considers all of the alternatives (courses
of action) open to him; i.e., he considers what courses of
action are possible within the conditions of the situation
and in light of the ends he seeks to attain;

2. he identifies and evaluates all of the consequences which
would follow from the adoption of each alternative; i.e., he
predicts how the total situation would be changed by each
course of action he might adopt; and

3. he selects that alternative the probable consequences of which
would be preferable in terms of his most valued ends.

As -organizations become more complex, the officers who bear the authority for
making decisions require specialized staff to carry out analysis and evaluation of
the consequences of alternative courses of action. The planning specialists must
be sufficiently removed from day-to-day operational decisions to avoid what March
and Simon (1958) call "Gresham's Law of Planning":

Daily routine drives out planning....When an individual is
faced both with highly programmed and highly unprogrammed tasks,
the former tend to take precedence over the latter even in the
absence of strong over-all time pressure.

On the other hand, if the planner is too insulated from the day-to-day flow of
action in the institution, he will be out of touch with the realities that must be
taken into account if planning is to be effectively useful in the decision process.

The cliche that "planning should be a continuing process" is meaningful when all
of the participants in the institution's decision-making processes are possessed
with the planning orientation--the frame of mind that constantly refers decisions
and actions to a conception of what the institution is becoming, an image of the
desired potential of the institution projected into the future.
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The creation of this image and its continuing modification and elaboration is
not the product of the planner alone; it is the product of the planning process in
which all of the participants in the organization's decision making share. In a
college or university, these participants are very numerous--the faculty, department
chairmen, deans, administrative officers, trustees, state and federal officials,
alumni leaders, and students.

In this kind of pluralistic organization, the achievement of a precise and
coherent plan of what the institution ought to be, to which all parties will agree,
is very unlikely. Clear and concise formulation of goals and objectives--one of
the requisites of the ideal model of rational decision making and planning--cannot
be completely achieved. (Banfield, 1962.) The effective planning images are more
likely to be found in the minds of the institution's leaders rather than in the
documents called "master plans" that we find collecting dust on the shelves of so
many presidents' offices.

An effective planning process, however, needs a conceptual systen upon which the
bits and pieces of consensus can be hung and against whi_A the flow of decisions
that have enduring consquences may be tried and tested. The institutional research
office is a good agency to devise and maintain this planning conceptual system. All
too often, however, the IR staff is so consumed with the burdens of discovering and
evaluating what did happen, there is no time to project and assess the course of
past and current events into the immediate future, let alone the longer-range. For
institutional research to assume the comprehensive planning role, it must be injected
with a strong dose of the prophetic urge. As I will try to show, this powerful drug
may have some undesirable side effects of which you should be aware before you
become addicted.

The Uses of Prophecy

The term "prophecy"--suggested by John Dale Russell as translatable into research- -
hints at something of the mystical prescience of the ancient wise man or medicine
man. The notion transcends the hard facts we ordinarily seek in our research. This

transcendence is exactly what is required in the planning orientation, an ability
to go beyond the certified data about the past and present to envision the possi-
bilities of the future.

Prophecy of the course of future development requires a feel for the intangible
goals, values, prejudices, and preferences of the actors involved in a cooperative
social enterprise, such as a university or college. The successful prophet perceives
the tendencies of this web of values and goals and shapes his prophecies to forecast
their fulfillment.

A well-conceived image of the future that takes into account the nature of the
prevailing values may become a kind of self-fulfilling prophecy because for most of
the participants in the organization, the more distant future appears highly uncer-
tain. If a projection of some set of factors generally coincides with their value
expectations, it is viewed as a valid statement about the future, reducing some of
the uncertainty. Li'7erally thousands of major and minor decisions may be made by
individuals in the organization in anticipation of that projected outcome. As a
result of the compounding of these decisions, aimed toward the outcome projected,
the probability of its fulfillment is greatly increased.

If, however, a prophecy does not please the king, the wiseman's head may roll.
If a projection does not forecast the outcome preferred by a significant body of
influential participants in the organizational system, it becomes a matter of con-

troversy. This controversy is one of the potential side-effects of planning. Some
controversy and conflict can be accommodated in a well-ordered society which has
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mechanisms (e.g., committees) for the resolution of conflict. This kind of con-
flict may even help to clarify institutional goals and values upon which there is
a reasonable consensus. Other kinds of conflict involve value cleavages so funda-
mental that the controversy may be destructive to the cooperative system. Every
skillful administrator seeks to minimize destructive conflict, and the timing of
decisions mentioned by John Dale Russell is an essential skill in tempering the
impact of conflict on the organization.

Planning, then, involves more than simply projecting the past into the future.
It cannot be limited by predictability, as the prediction of natural phenomena is
viewed by the scientist. Planning is deeply involved with the complexity of human
values and interests, and we all know how unpredictable these can be. The planner
must be aware of the subtle processes of goal formation and skilled in anticipating
the value-responses of the participants in the organizational system.

This is not to say that the work of the planner cannot be objective; objectivity
of evaluation, a facing of the consequences, good or bad, is a vital attribute of
the staff work supporting the planning proc: Is. This emphasizes one of the other
hazardous side-effects of the prophetic urge. Active participation in the decision
and policy formation process implies commitment to an objective or a course of
action once the decision is given the stamp of authority. Once commitment is made
and must be justified and defended, the danger of bias of data, mentioned by Dan
Robinson, is present. This may lead to loss of the attribute of objectivity we all
seek to have ascribed to our research. Some IR people seek to insulate their opera-
tions from this danger by trying to remain detached from active involvement in
decisions: "We just state the facts, and let the policy-makers decide what to do
with them."

I think this position is artificial when institutional research is expected to
serve as the handmaiden of administrative policy. Uninterpreted quantitative facts
are frequently useless, often dangerous, and always subject to misuse standing by
themselves, simply because they are incomplete. Objectivity requires the full
evaluation of the problem, including the identification and assessment of the
intangible, qualitative values (benefits or utilities) that must be weighed judg-
matically against the more measurable factors, such as cost. Qualitative values
are facts and although they are more difficult to identify and communicate, they
must be tied to quantitative analysis before it is objectively complete.

The objectivity of research applied to the planning process depends on the recog-
nition that the role of institutional research in decision making is a,staff service
function. Objectivity is a quality of the service. The service is provided to the
president, his principal executive officers, the deans, department chairmen, and
faculty committees who are, in various combinations in various situations, the
generators of institutional policy and plans. Academic and administrative leader-
ship is the consumer of organized information, analysis, and evaluation_ produced
by staff specialists (whatever they may be called) who conduct research, integrate
information, and evaluate the costs, values, and consequences of alternatives on
the agenda of policy formation.

The degree and significance of the role of institutional research in decision
making probably depends primarily on the administrative style, outlook, and expecta-
tions of the president and his immediate executive officers. The living processes
of decision making operate in a complex and fluid system of personality, situation,
and environment unique to each institution and changing with changes in personnel
in the key academic and administrative roles. If these officers do not care to have
you involved in the game, you must stand on the sidelines. To get into the game,

you may have to prove your worth by being waterboy or cleaning up the stands. You
can be prepared, however, when the big moment comes, and the coach tells you to
suit up because he needs help.
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It takes time for a new institutional research office, or for an old hand in a
new position, to build a solid basis of information and understanding about the
institution. I have found that this process moves much more quickly if one begins
with some conceptual framework around which one can start a coordinated flow of
information and a set of analytic studies that describe the interrelationships
between the components of the institution. Since the institutional research func-
tion should involve other staff, administrative officers, and faculty, the conceptual
framework can help to clarify their role in the research effort and strengthen their
contributions.

As an illustration (rather than a model) of a conceptual framework for research
and planning, I will offer the schemes that I have recently been trying at the
University of Rochester.

A Conceptual Framework for Planning

In a series of charts at he end of this paper, I have attempted to diagram the
linkages between programs and resources that we are trying to comprehend in a
systematic research and planning framework. They are intended to be suggestive,
and I will assume that they are esseitially self-explanatory.

The essential value of this kind of scheme is that it helps to clarify the
interrelationships among the major components of the institutional system. As we
build information and work on planning or policy problems related to one component,
we try to assess its effects on the others. In the process, we are building our
understanding and information about the other components and the nature of the
relationships. This not only helps to trace the consequences of one kind of
decision on other parts of the system as part of the analysis and evaluation of a
decision problem, it also builds a store of knowledge to improve our projections
and estimates as we proceed.

For example, our Office of Planning and Institutional Studies is responsible for
coordinating the campus development plan and the facilities development program.
These tasks place a heavy demand on our time that could easily diminish our research
effort and overall planning perspective. Facilities planning is a good basis for
organizing a comprehensive program planning effort because the costly and enduring
commitments involved in capital facilities demand long -rangy thinking.

One of the first tasks of the office when it was organized in September, 1964,
was to coordinate the preparation of a long-range campus development plan. The
University had already established a fairly firm development program to 1975 as
the basis for a major capital fund raising campaign. Its general development goals,
in terms of student enrollments, faculty development, and broad program content,
were pretty well determined, and we could start several leaps ahead.

The campus development planning process serves to bring out for discussion and
evaluation a host of issues and values regarding the character of the institution,
its organizational patterns, and the functional relationships among the departments,
colleges, and general facilities. The need to secure immediate decisions on the
sites of a number of new facilities--a very enduring kind of decision--makes the
planning process meaningful to the participants and not just an exercise in drawing
pretty pictures. It is a process that raises the most fundamental questions about
the scale, content, and organization of the institution. It should be used as an
integral part of the institutional self-study and not left to the superintendent
of physical plant and the consulting architects or planners.

The first major facility on the priority list was the expansion of the main
library. The programming of this facility was organized as a major series of
decision problems: what kind of library should it be? The question requires dis-
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course on the kind of University it would serve. Hard decisions are required in
programming a facility. How many reader stations? This University has a very
highly selected student body. Its four-course System assumes extra time spent in
library work. About half of its graduate students and faculty will be using the
library as the instrument of their research. Answer: we will provide reader sta-
tions for forty per cent of the full-time undergraduates, fifty per cent of the
graduate students using this library, etc. How many volumes? This is a major re-
search institution. Double the capacity by 1975. What must be the materials
acquisition budget to accomplish this over the next ten years? What are the
acquisition and cataloging staff requirements and costs? What other personnel will
be required? What changes in library technology must be anticipated?

The program and operating ramifications of this process are almost infinite. The
problem could have been studied for years without reaching conclusions, but the need
for decision was there. And with a logical and coherent format for getting program
decisions agreed upon, the programming was completed in about three months. The

decision process, of course, must continue through design, since all kinds of prob-
lems of organization and function come up that require evaluation. Applications
for federal grants and the continuing problems of cost control required further
research and evaluation.

By early 1965, the campus development planning and library programming activities
had produced an amazing amount of information and, more important, understanding of
the images the university officers and faculty had in mind of what the university
should become. In the process, it had become clear that much detail remained to be
processed to continue the programming and operational planning phases of the scheme
(Figure A).

We wanted to produce complete ten year space projections fur all departments to
serve as the basis for programming additional facilities and the assignment of space
in existing facilities. The first step was to initiate a major campus-wide research
project we called the Instructional Program Planning Study. The academic depart-
ments had previously done a considerable amount of work on planning their faculty
development in terms of estimating the minimum number of faculty required of their
programs, with sufficient breadth and depth to comprehend the special disciplines
they expected to cover. The Instructional Program Planning Study asked them to
project the development of their course offerings in light of their faculty develop-
ment programs (Figure B). They were asked to anticipate the structure of the
courses, in terms of type of instruction, contact hours, and maximum desired class
sizes. The evaluation, analysis, and modification of the departmental responses
provided us with a rich store of information about the composition and structure of
the curriculum. Supplemented with studies of current course loads and structures,
these data were used to develop the parameters for a simulation model of the instruc-
tional program, which has become a key element in our planning effort (Figure C).

The programming of space requirements has served to evaluate and project the
research programs, staffing requirements, and special characteristics of the academic
departments. These evaluations and projections serve as input for the conceptual
framework, contributing a broadening comprehension of the dynamics of the institu-
tion--and revealing areas of informational weaknesses to be placed on the agenda
for study (which, by the way, is growing rather long).

In an undergraduate housing study, a range of choices from single-room, six-man
suites (the high cost alternative) to double-room, gang-style dormitories (lower
cost) was brought before randomly selected groups of students in an experimental
decision game situation. The students evaluations, recorded by a graduate student

observer, played a major part in the decision, along with the discussions it evoked
among student service personnel, business office personnel, and administrative
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officers. The higher cost alternative was chosen, deliberately, on the basis of the
values gained.

Other facilities-based studies on graduate housing, special research facilities,
a student center, a major science building, and traffic circulation, have been
organized as decision problems evoking the appraisal of program values against
costs.

This year the accumulation of information and evaluation that has been gained by
this process was used in the preparation of a new ten-year financial plan. The
original development targets were due for reappraisal, and the projections of
operating costs needed updating. It was decided that a series of 1975 enrollment
sizes and mixes should be tested in terms of operating budget revenues and expendi-
tures from 1967 to 1976. Using nine combinations of undergraduate/graduate enroll-
ment sizes and mixes, we put these through a generalized simulation model (illus-
trated in Figure C) for the colleges of arts and science, engineering, business, and
education. The output of faculty requirements was used as the starting point for
the build-up of the education and general income and expense projections. Manipula-
tion of the parametric variables, such as class size and average faculty teaching
load, a kind of sensitivity analysis, served to evaluate the impact of these criti-
cal factors on faculty requirements and hence cost. This exercise has uncovered
a whole series of policy questions that need further study in depth. The use of
graduate teaching assistants, for example, has been the subject of more intensive
scrutiny. The size of the full-time undergraduate enrollments in the professional
colleges relative to program offerings and cost were pinpointed as needing review
by the college deans and their faculties. Thus the long-range problems of fund-
raising, tuition policy, and student aid are to receive full scale evaluation in
the coming year. The ramifications of this kind of planning study even surprised
me, and the value of a systematic planning framework was gully demonstrated.

The Range of Participation

This kind of planning and research operation is capable of evoking the partici-
pation of faculty, students, and administrative staff as well as the executive
officers. The decision evaluation process that we try to apply to the problems
we tackle leads us directly to the people who can give us information, advice, and
an expression of values. We do not hold referenda, convene the faculty senate, or
hold a general assembly of the students to discuss these issues; we do not even
have a faculty planning committee. When we cannot anticipate a response, we con-
sult. We have managed to avoid serious conflict so far by anticipating it and
seeking to alleviate it through discussion and negotiation, (Perhaps we just
have not hit the hell button yet.) We find ourselves acting as intermediaries
between the faculty and the administration. We may find ourselves pleading for an
increase of budget to provide for some faculty desire, then turn to the effort to
persuad-_. a .1:Tartment chairman to accept a constraint or limitation.

By ,Tigaging the faculty in the process of long-range program planning, in fact,
we are putting the weapons of analysis into their hands with the hope and expecta-
tion that they will do a better job of justifying their budgetary and space
requirements and a better job of departmental planning. We hope that in time the
systematic approach to planning will infect the entire academic and administrative
organization. If this occurs, it may dispense with the need for an "academic civil
service," such as that called for by Rourke and Brooks (1966), to counter the
weight of bureaucracy.

A very wise university administrator once told me that every administrator should
try to work himself out of a job. Although I do not really expect to achieve it
because the coordinating staff role in institutional research planning probably is
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here to stay, my ambition is to find ways of so diffusing the planning orientation
into the entire organization of the university that the Director of Planning and
Institutional Studies can concentrate on being a prophet and seer.
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INSTITUTIONAL RESEARCH AND THE INSTRUCTIONAL PROCESS

Stanley 0. Ikenberry
Dean, College of Human Resources and Education

West Virginia University

The topic, "Institutional Research and the Instructional Process," requires
certain assumptions about institutional research and institutional researchers as
well as reasonable definitions of the instructional process. There are many
definitions of institutional research and institutional researchers but variation
along one major continuum tends to override the others. John Stecklein referred to
the distinction in his presidential address of 1966 by quoting Henry S. Dyer's
contrast of the need for theoretically-oriented, long-term research, free from the
daily demands for immediate problem solving, and the contrasting vision of insti-
tutional research as an arm of the president or executive vice-president's office,
with the primary goal supporting decisions on the use of financial and other scarce
institutional resources.'

Sam Baskin betrayed his position in an address before this association in 1964
in which he argued that institutional research should be considered a sub-specialty
of educational research.2 Lou Mayhew last year suggested that institutional
researchers were the captives of hard data and that when one considered "what is
really known about the central structures of higher education the names which come
most quickly to mind are not... devoting their full professional talents to insti-
tutional research...."3

Much of the thrust of this paper is related to this fundamental debate on the
nature and purpose of institutional research and institutional researchers.

Let us turn for a moment to the definition of the "instructional process." To
single out the instructional process for consideration would suggest that there are
other primary processes or functions carried on by universities beyond which we
call instructional. Such a point of view could be defended in terms of our func-
tional nomenclature of instruction, research and public service. But if one views
the function of a university from a broader perspective, it is possible to suggest
that the instructional process is, indeed, the function of a college or university.
Some 115 years ago, John H. Newman set forth his classical definition of a univer-
sity, stating:

A University training is the great ordinary means to a great but
ordinary end; it aims at raising the intellectual tone of society,
at cultivating the public mind, at purifying the national taste,
at supplying true principles to popular enthusiasm and fixed aims
to popular aspiration, at giving enlargement and sobriety to the
ideas of the age, at facilitating the exercise of political power,
and refining the intercourse of private life. It is the education
which gives a man a clear conscious view of his own opinions and
judgments, a truth in developing them, an eloquence in expressing
them, and a force in urging them.4

Over a hundred years later Nathan M. Pusey suggested that:

Our job is to educate free, independent, and vigorous minds capable
of analyzing events, of exercising judgment, of distinguishing facts
from propaganda and truth from half-truths and lies, and--in the
most creative of them at least--of apprehending further reaches of
truth. It is also our responsibility to see that these minds are
embedded in total persons who will stand with faith and courage,
and always, too, in thoughtful concern for others. We must all
of us, at every level in education, work together to do this job.5

4;
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Neither Newman nor Pusey distinguish between instruction, research, and public
service, for the functions are inseparable. Although directed toward a distinctive
clientele, using different methods and conducted in a different context, our pro-
grams of instruction, research, and public service are each designed to discover,
synthesize, share, and preserve human understanding. Thus, I define the instruc-
tional process in the broadest of terms to include the whole of institutional purpose.

Following from these positions, the argument may be synthesized by suggesting
that institutional research is the study of the instructional process; that is, its
purpose is to study the institution and its mission. Institutional researchers
engaged in research and development activities which could not be classified as
relevant to the instructional process (including research and service) may be
engaged in essential functions, but are not engaged in the conduct of institutional
research. In short, institutional research at its best is the analysis of the
instructional process.

Turning now to a second phase of analysis, the contributions of institutional
research over the last few years may be examined with the aid of a system of major
categories which may suggest certain areas in which institutional research has made
substantial contributions and other areas in which the long-term promise for
American higher education may be the greatest, but the past contributions the most
scant. The suggested major categories include: (1) analyses of input, (2) analyses
of process, (3) analyses of context, and (4) analyses of output.

Beginning with an examination of analyses of institutional input, it is clearly
in the area of input analysis that institutional research can boast of its major
accomplishments. It is with input analyses that institutional researchers have been
most closely identified. We can boast solid studies of student characteristics,
faculty characteristics, space and facilities analyses, finance, and the curriculum.
Each of these areas represents a major input source in American higher education.

In the area of student characteristics, for example, the contributions of Nevitt
Sanford, T. R. McConnell, Paul Heist and others have been substantial. The work of
Dorothy Knoll., Warren Willingham, Bill Warrington, Irvin Lehmann, and our own Jim
Montgomery deserve mention. In fact, most offices of institutional research with a
longevity of two or three years could likely produce a reasonably well done study
of student characteristics at the local level and could suggest how the study had
been helpful in influencing sound educational change.

In the area of faculty characteristics, the work of the Minnesota group led by
John Stecklein is illustrative and well known Studies of faculty characteristics
including degree status, salaries, distribution among ranks, size, source, and
other factors have been carried on in great numbers across the country.

Space and facilities analyses are also commonplace thanks to some of the initial
work carried on by Russell and Doi, later contributions by Bill Fuller and Harold
Danhke, and others who have continued to refine the methodology. Work in the area
of financial analyses such as that of John Dale Russell some years ago in New Mexico
and Doi in Colorado, contributions of James Miller, John Millett, and the Swanson-
Still study--these and other efforts have given us a new and sophisticated expertise
in the area of financial analysis.

Even the input of curriculum has come under inspection, stimulated by the work
of Ruml, Dressel and McGrath, but now joined by others. If one were to walk on to
most college and university campuses today and ask which office within the complex
structure might be expected to carry out studies of student characteristics, faculty

characteristics, studies of space utilization and facilities planning, financial
analyses, or curriculum, he would probably be directed to the office of institutional
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research. Input analyses such as these conducted by offices of institutional
research or those outside of them will continue to be important.

Analysis of student input, faculty input, the input of space, financial input and
curriculum input, however, and the complex interaction of these input variables in
studies of class size, faculty load and instructional cost, represent an accomplish-
ment of an earlier day and no longer approximate the professional frontier. Although
we must continue to accord close scrutiny to these input variables, we now run the
risk of suffering at the hands of our own success in which the image of who an
institutional researcher is and what he does is restricted to the endless replica-
tion of input studies, on the one hand, and ad hoc management studies on the other.

If the range of potential contributions
of what institutional research is and does
education will find it necessary to create
plish the broader research and development
moving.

becomes narrowed unduly, and the image
becomes solidified, American higher
still another new mechanism to accom-
functions toward which we will be

What of the so-called instructional process? Suggested below are four process
areas in which we have made modest contributions in the past, but which, at the
moment, remain somewhat protected from the attention and resources of offices of
institutional research. Although others could be mentioned, of special concern
might be:

1. An examination of the effectiveness of various remedial or other
special purpose instructional programs;

2. A functional analysis of supplementary services such as student
counseling centers, residence halls systems, etc.;

3. Greater attention to the instructional processes in the classroom
itself; and

4. Increased development activity in an area that is being called
educational engineering.

Looking briefly at each of these areas, the literature in general, and the reports
of offices of institutional research in particular, offer little hard evidence with
reference to our various attempts to improve the achievement of sub-standard stu-
dents.

Although one can point to isolated examples, the mandate of our offices, our
self-concept, or our competencies and resources do not appear to push us in those
directions. West Virginia University recently completed a study testing the effects
of the common treatment of a reduced academic load and a special "how to study -
reading improvement" course in the improvement of academic achievement and in the
reduction of withdrawal rates of failure-prone freshmen. Our findings suggested,
for example, that when applied in the absence of other measures, a reduced academic
load may have negative effects on student performance and actually accelerate the
rate of withdrawal.6 We were able to find only one other directly relevant study
in the literature.?

While I am sure one can cite examples of studies designed to evaluate the effec-
tiveness of various remedial measures to improve student achievement and performance,
most of our programs in these areas are supported by conventional wisdom and have
not been subjected to careful scrutiny.

You may have read in the Apri1,1966 issue of the Review of Educational Research8
a concluding statement of the state of student personnel programs in higher educa-
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tion. It suggests that basic deficiencies existed in the quantity and quality of
research in this area, and points out that staff members who are most interested in
student affairs programs are likely to be practitioners who have neither the time
nor the training to plan and execute complex research. Moreover, it concludes that
administrative and financial support and the collaboration of social scientists (and
I would add institutional researchers) are essential to fill the apparent sap.

would also join with Sam Baskin in suggesting that we must go into the college
classroom much more than has been the case.9 McKeachie summarizes well the state
of research on the methods of teaching, comparing the effectiveness of the lecture
method versus the discussion method, the influence of class size on the quality of
Instruction, and the inter-action between selected student and teacher characteris-
tics and academic achievement.10 But we have not gone very far beyond this obvious
deadend. Perhaps we should be observing behavior using a system such as Flanders'
inter-action analysis. Or, perhaps we should be exploring the implications of
techniques such as micro-teaching and modeling as developed at Stanford and else-
where. Unfortunately, I see little of it.

Turning to still a third area of the so-called instructional process, we should
be more involved in the so-called educational engineering or systems development.
We have a very unfortunate and parochial view of learning which is reflected in the
nature of the research which we conduct on the instructional process. We begin
with assumptions about a certain number of fixed seats in a classroot, a blackboard,
a few audio-visual aids, a podium for the lecturer, and up-to-date textbook and a
fifty minute period; then we begin to look within that rigid framework for possible
variations. In fact, we have already destroyed 95 per teat of the potential
variance.

Our orientation should be much more flexible and should search for the optimum
educational environment with a minimum of restrictions assumed. The fifty minute
period, the textbook, certainly the lecturer, and probably the class and the class-
room itself should not be simply assumed as given; but should be varied, modified
and challenged. Earlier work at Miami University, Pennsylvania State University,
and others represent the directions towards which we may be moving in the use of
instructional television, the studies in the use of programmed instruction and com-
puter assisted instruction, the work done in the area of simulation systems, learn-
ing laboratories, and other approaches to teaching and learning.

We can expect in the foreseeable future a shift in educational investment. The
educational institutions from kindergarter through the graduate schools will make
much larger investments in complex instructional systems (both hardware and software),
with greater emphasis on the potential for reproducibility, stimulus control,
sequence modification, and a response record. Gradual improvement through a con-
tinuous cycle of research and development, characterized by some as the educational
engineering approach, will be on the increase. In short, educational research and
consequently institutional research will need to devote more attention to what
happens to the learner and to the design and implementation of learning systems,
with perhaps less attention to the way in which an individual instructor practices
his art.

Whether on the traditional or emerging model, however, there is little good
research on the instructional process and, with few exceptions, the contributions
have been made by those outside of the institutional research community. To allow
such a deficiency to continue must suggest the eventual decline of offices of
institutional research and institutional researchers in the higher education scheme.

Tlicte is a third major category of analysis appropriate for offices of institu-
tional research which I would describe as analyses of "context." Colleges and
univer;ities make certain decisions regarding inputs, they sustain processes, and
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they operate in various contexts, including location, structure, governance, size,
etc.
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Reviewing the literature a few years ago, I found a few papers published by the
Western Interstate Commission on Higher Education as a result of their conference
on "Academic Administration" and an issue of the Harvard Educational Review, with
articles by Neil Gross and Ross L. Monney which considered the complex issues of
university structure and organization. Mainly, however, we have failed to go beyond
the talking stage in our analysis of institutional structure in American higher
education. For example, as almost every college and university in the country
experiences growth and as changes in institutional function occur, we continue to
be befuddled by a lack of understanding of the relationship of these variables to
institutional structure, organization, and administration. The current move to
invest millions of dollars in the establishment of experimental colleges within the
framework of larger universities and the implementation of other organizational
adjustments is made without any clear understanding of the problem, let alone the
solution. It is singularly appropriate that offices of institutional research
accept major responsibility for deriving such data and suggesting such conclusions
as perhaps possible.

But, not all is a void in the area of context analyses. Among the obvious posi-
tive examples in this area is the work by Pace and Stern and others who have exam-
ined the environmental press or institutional climate for learning of colleges and
universities. As a result, higher education views with much more sophistication
the nature of the academic community and the major variables influencing the
environment for learning.

Yet, although we have spent considerable time and effort on organizational
studies within single state systems, very little institutional research effort has
been directed to comparative analyses of contrasting systems of organization, and
there are few case-study analyses of distinctive state systems of higher education
organized under atypical models. Colleges and universities operate within a
governance context. A small private liberal arts college may report to a single
board with single responsibility for that college. On the other extreme, an insti-
tution of higher learning may find itself as one among a growing complex in a total
state system. Here again, if offices of institutional research are to be of value
in the coming decades, they will need to take a broader view of the problems
associated with the super structure and governance of institutions of higher
learning.

As a final example of needed analyses in the area of context, Hubbard points up
the need to understand more clearly the influence of the geographic setting. Like
other aspects of our society, colleges and universities are moving to the city. The
trend is so obvious and so irreversible that we may neglect its importance and
significance. I suspect several important differences in context exist between
higher education as carried out in 1920 in a basically rural setting, and higher
education as carried out in 1970 in an increasingly urban and suburban setting.

Hence there are major gaps in our understanding of the context in which our
institutions operate. Organizational structure, the impact of changes in size and
function, the influence of the geographic setting, the nature of the environment
for learning, the various systems of governance, these topics ought to claim a
much larger sLare of our time.

Considering briefly the fourth and final aspect of our model, if the quantity
and the quality of our analyses of institutional ottput matched that of our input
analyses, higher education would have entered a new era. As a practical matter,
however, o,,,r studies of output are few. Too frequently we settle for measures of
intermediate output criteria such as student credit hours or the number of students
taught, or the number of speeches given, or the number of articles published. We
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are short on the more substantive analyses much closer to the ultimate purposes of
colleges and universities.

It is true that we have had more than our share of studies of student withdrawal,
and, although negative, it is one illustration of institutional output. We have
used several intermediate measures of student achievement, usually related to a
single examination or perhaps a single course, or at best a cumulative average among
courses. Unfortunately, our measures are usually confined to the four years during
which the student is enrolled and qualities which can be measured by paper and
pencil. In part, our deficiencies are methodological. We are unsure of appropriate
research design, we are perplexed with problems of data collection, and we have
difficulty in defining appropriate criteria.

Accordingly, one area of major contribution which should be made by offices of
institutional research is to explore these methodological problems and help define
appropriate solutions. And one of the most fruitful ways to refine otherwise crude
methodological tools is to move directly into the conduct of the research.

It is helpful to occasionally look backward and with the benefit of such glances
to see more clearly into the future. Looking backward, there is substantial evi-
dence to suggest that offices of institutional research and institutional researchers
have been preoccupied with the methodology and the conduct of input analyses.
Indeed, the major theme of our 1966 annual forum was input. Certainly, it is in
this area that institutional research has made its greatest contribution, and it
is in this area in which college and university presidents, faculty members, and
boards of trustees expect performance. The security to be derived by a fixation
on input analyses to the exclusion of analyses of process, context, and ontput
will likely be achieved at a substantial sacrifice not only to institutional
researchers, but also to the colleges and universities as well as the systems of
higher education which they serve.
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CRITERIA OF EFFECTIVE TEACHING BEHAVIOR
IN AN INSTITUTION OF HICHER EDUCATION

Richard R. Perry
Director, Office of Institutional Research

The University of Toledo

The Problem

Identification of teacher effectiveness is so complex that apparently no one
knows today what "the competent teacher" is. The anonymity of the "competent
teacher" has been the spur for countless research studies.I Gage stated that
literature on teacher competence is overwhelming; so much so that even bibliogra-
phies on the subject are unmanageable. Although numerous studies are reported in
the literature, few if any facts are firmly established about teacher effectiveness.
There is no approved method of measuring competence which has received wide accept-
ance. 2

The elusiveness associated with identifying effective teaching behavior has
undoubtedly prompted the large number of studies in the field. The importance of
such identification justifies any such reasonable research. Inadequacies in
present evaluation devices and harm that can be accomplished by using inappropriate
criteria beg for enlightening research to identify characteristics of effective
teaching behavior.

One of the most serious aspects of the problem of identifying effective teaching
behavior is that without such explicit identification evaluations which take place
are suspect. Significant faults which are assigned to present methods of evalua-
tion focus chiefly on the following inadequacies:

1. Criteria included in evaluations have not been warranted by
adequate research.

2. Persons who do evaluation are criticized for their lack of
expertness in the very field in which they are operating.

3. Evaluation of teaching behavior has not proven to produce hip.
reliability in longitudinal studies, when total effectiveness of
teaching behavior is considered.

The lack of conclusiveness of previous investigations has not diminished the zeal
with which the results of such investigations are put forward. Perhaps the most
useful result of all such examinations and experiments is to more clearly identify
the problems experienced in trying to arrive at clear definitions of effective
teaching. A most important consideration in such research is to understand that
substantive evaluation can take place only in terms of explicit objectives. Until
objectives are defined and agreed upon, evaluations tend toward spuriousness.
However, a corollary to the establishment of objectives is the identification of
criteria of teaching behavior which hopefully will elicit, or at least assist in,
the attainment of teaching objectives. Even when a careful definition of desirable
outcomes (objectives in teaching) is attained, it does not solve the criterion
problem. Since the major problem in research on teaching behavior is that of
criteria,3 it seems that research on the identification of criteria which can be
warranted for the evaluation of effective teaching behavior might be helpful.

Such attempts in higher education are not new. They have been increasing in
frequency in the last five years. Research on the identification of warranted
criteria received a good deal of impetus from the work o: Ryans whose argument for

such research indicates that there are good teachers and good teaching, and that
characteristic behaviors associated with this teaching should be identifiable.

51
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Although they may be identified, it can be assumed that not every teacher can
possess all the "good" behaviors or characteristics; thus the goal of such research
needs to be the identification of those criteria of teachiag behavior which are
critical. The identification of such criteria has been left often to the expert
opinion or to administrative standards. The use of such authority has resulted in
criteria proving unfruitful and of temporary value. The argument has gained weight
that the place to look for characteristics of teaching behavior which result in
effective teaching is in the behavior of teachers. Such reasoning suggests search-
ing out clusters of behaviors associated with effective teaching.

A word needs to be said about the meaning of effectiveness. A single piece of
research cannot hope to explore all the dimensions implicit in a concept such as
effective teaching behavior. The majority of research studies in this area have
focused on the assumption that in searching for teaching effectiveness, the
research seeks for properties of the teacher. This viewpoint assumes that effec-
tiveness is an attribute of the teacher. A further assumption is that the effec-
tiveness is not seriously deterred by other variables, which establishes an
hypothesis about the adaptability of a teacher to teaching situations.4

To assume that the effective teacher is one who can accomplish educational
objectives with students, aside from other variables, is to recognize that effec-
tiveness as a term may have several meanings because it is identified with several
different teaching situations. There is no harm in using the term effectiveness
if one recognizes that it is related to a set of particular conditions.

It seems that development of formalized evaluation procedures in numerous
institutions of higher education is based on the assumption that there is a set of
criterion behaviors which are appropriate to particular institutions.

A Brief Appraisal of Evaluation of Teaching Behavior

Evaluation of teaching seems to enjoy great attention in the popular and profes-
sional press, but one needs to remember that systems of such evaluation have been
operative in colleges at least since the early 1920's. Some procedures have resulted
in evaluations being given to deans or department chairmen who, in turn, are privi-
leged to confer with faculty about the evaluations. Apparently, other systems of
evaluation make it possible for the results of such procedures to be made known to
salary and promotion committees, and some merely have the results made known to the
professor.

It seems that none of these systems of evaluation is without criticism, and a few
of these criticisms are helpful in the identification of basic faults in the evalua-
tions. Major criticisms which are a matter of record in the minutes of faculty
meetings at a private college indicate that:

1. The present procedure cannot be intelligently considered as
evaluation of effective teaching but would be better named "poll
of student opinion."

2. The present system does little to help in determining which
faculty will be kept, lost, or attracted to the campus.

3. Those involved in the evaluation are not by education, experi-
ence, or responsibility qualified to make the evaluation they are
asked to make.

4. That the current evaluation is obligatory upon the faculty
member is a violation of faculty rights.5
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The above comments represent a core of a faculty's concern about evaluation pro-
cedures.

There are other thoughts which are based on inadequacies in systems of evaluation.
These seem to center on the following:

1. An institution will decide to provide for evaluation of teaching
and will choose evaluation items from rating instruments which are
already in use at other institutions.

2. An institution, or indeed an entire state system of higher educa-
tion, will decide to honor outstanding teachers with cash prizes but
will leave the identification of these outstanding teachers to the
judgments of persons in positions of administrative authority or to
impressionistic evaluations of individual faculty. The comment of
one professor who found himself involved in a system of higher
education providing for such identification indicated that, "even
if you wanted to try out for ;In award you wouldn't know how to
change your tea ting. This whole reward set-up is too much like a
beauty contest."6

3. An institution will make it possible for the evaluation of teaching
to go on in one college or in one department and not in all of the
departments or colleges on a campus. Thus, some faculty feel imposed
upon while others feel deprived of the opportunity for evaluation.

4. The most serious concerns about the evaluation of teaching focus
on answering the question: "Evaluation for what purpose?" This
question has not been satisfactorily answered on a majority of
campuses.

5. An additional area of major concern is finding a satisfactory
answer to the question: "What criteria can be justified in the eval-
uation of a faculty member's effectiveness as a teacher?"

There is little question but what evaluation of a faculty member's effectiveness
as a teacher takes place. Students, faculty colleagues, and the administration, if
one should happen to be known to the administration, all comment in one way or
another about the qualities of teaching exhibited by the faculty member. Implicit
in all such evaluations is the concept that some faculty must be exhibiting
behaviors in their teaching which are considered to be characteristic of effective
teaching. Finding out what those behaviors are and determining a relative importance
for each of the identified behaviors could be a first step in construction of a
model or set of behaviors associated with effective teaching in higher education at
any institution of higher education.

The University of Toledo's study on criteria of effective teaching centered on
identifying effective teaching'behaviors and determining their relative importance.
There are numerous studies which produce interesting statistical results concerning
reliability, correlations, and the results of factor analysis. Difficulties in some
of these arise because of methods used in selecting criteria for evaluation instru-
ments. Procedures which have established evaluation instruments by choosing criteria
already in use at other institutions, without testing the warrantability of these
criteria for the institution where they are to be used, leave something to be
desired. Statistical analysis can be accomplished with responses given to any
criteria utilized in any rating instrument, but the question remains as to the
warrantability of criteria which are put to use in such procedures.
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The University of Toledo Study

Background

Interest in effective teaching is not new to the University of 'ioledo, but in the
last two years it has received increasing attention from the university faculty and
student body. The administration of the university in the spring of 1964 announced
the establishment of four outstanding teaching awards in the amount of $1,000 each.
These awards, financed by the Alumni Foundation, are given to four faculty members
each year in recognition of outstanding accomplishments in teaching at The Univer-
sity of Toledo. The College of Education simultaneously introduced structured
evaluation procedures for its own faculty. The College of Education provided that
at the end of each term faculty members could voluntarily request students to
respond to an evaluation instrument which focused on the qualities of teaching in
those courses taught by the individual professor. The evaluation instrument not
only operated for the individual instructor but for the course as well. The criteria
in the instrument resulted from the studied deliberations of a faculty committee of
the College of Education. Results of the College of Education evaluation procedure
are made known to the individual faculty member and to the salary and promotion
committee of the College of Education.

With these developments the Office of Institutional Research at the University
evidenced an interest in conducting a research study within the university community
to identify criterion behaviors which could be warranted for use in the evaluation
of effective teaching behavior in higher education.

The study was proposed to the deaas of the colleges and the Faculty Conference
Committee, all of whom endorsed it. An advisory committee to the Office of Insti-
tutional Research was appointed. The advisory committee consisted of a representa-
tive of each college appointed by the dean of that college. The proposed research
focused on the central problem of evaluating effective teaching in higher education.
That problem without question is the identification of criteria warranted for use
in such evaluations, for unless criteria used in such evaluations can be demonstrated
as warranted for the purpose at hand, they would be irrelevant.

In structuring the study the Office of Institutional Research at the University
of Toledo made the following assumptions:

1. Criteria for the evaluation of effective teaching are related
directly to the academic community in which they are to be used, and
the place to look for these criteria, which are most appropriate for
one institution, is within the academic community represented by that
institution.

2. Criteria for the evaluation of effective teaching in higher educa-
tion should be established as the result of consultation wIth those
most directly concerned with such teaching; namely, students, the faculty,
and the alumni of all an institution's colleges.

3. Students, faculty, and alumni should have opportuniAy to express
their thoughts freely as to what separate actions they believe contribute
to effective teaching, without their responses being limited by procedures
which force them to select behaviors from a suggested list of such
criteria which do not originate within their awn community.

The First Phase

The University of Toledo began in the spring of 1965 and proceeded during the
academic year 1965-66 with the first phase of the study, the second phase completed
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in the academic year 1966-67. The first phase contacted a stratified sample of
faculty, students, and alumni to obtain free response identifications of behavior
which contributed in the judgment of the respondents to theeffectiveness of
teaching. In order that this could be done and the data handled effectively,
response instruments were designed to the configuration of a data card. Response
instrument Nc. 1, with a personal data card, was mailed to a random sample of the
student body '3tratified by college and class rank, to every member of the faculty
of the University of Toledo, and to a random sample of alumni stratified by colleges
from which they had received their degrees. Each potential respondent of the
sample was given a personal data card and fifteen response instruments No. 1.

Thirteen thousand six hundred and forty-three (13,643) individual responses were
received, identifying "effective teaching behaviors." These responses were received
from 812 students, 166 faculty, and 665 alumni. This response resulted in replies
from 10 per cent of the student body, 30 per cent of the faculty, and 8 per cent of
the alumni degree holders. The average number of behaviors identified by students
was 8.7; by faculty, 8.2; and by alumni, 6.8.

These 13,643 identified behaviors were then "read" by a jury group to identify
duplications in behaviors. The jury group was looking for criterion statements with
the same meanings but different wording. Examples are the two following responses.

1. "Ability to keep presentation of subject matter at a level
comprehended by the student."

2. "Ability to present subject matter at student level."

Though the wording is slightly different in each statement, each can he valued as
meaning the same as the other. The result of this reading process was :o categorize
13,643 individual behaviors into sixty criterion behaviors. The reading procedure
had one jury person read the statements, placing them in categories of sameness, and
then had these categories checked by second and third jury persons; thus, questions
were raised as to the appropriateness of the classification of any one of the
criterion statements.

An additional result of this reading process was to identify six major categories
of effective teaching behaviors. These six contained individual behaviors which
grouped themselves into major behavior categories representing concentrations of
similar kinds of behavior to permit their identification as major separate areas of
teaching behavior. The identification of the individual criterion behavior and the
clustering of these into the six major criterion beL:vior areas ended the first
phase of the study.

The Second Phase

With the criterion statements available, the task was to obtain judgments of how
warranted these were for the evaluation of effective teaching behavior. This task
was accomplished by designing a response instrument in which the criterion behaviors
were listed. The order of their listing was provided by a random listing of numbers
supplied by a random number program from the University computer. The instruments
provided for a response to the importance of each criterion from critical importance
through no importance. Each respondent was able to categorize himself by checking
appropriate spaces.

A sample of students stratified by college and class rank and a similar sample of
alumni by college in which they had earned degrees was presented with the instrument
with all faculty. Usable responses were returned by 756 students, 850 alumni, and
187 faculty. Returns resulted in replies from 7.5 per cent of the students, 8.6 per
cent of the degree-holding alumni, and 35 per cent of the faculty. These percentages
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of the academic community seemed adequate in view of present research practices.7
Weights of five, four, three, two any one respectively were assigned to the response
areas of critical, above average, average, below average, and no importance. These
data were coded into punched cards and processed for statistical analysis to estab-
lish rank orders and rank order correlations for selected categories of responses.

The Third Phase

The University of Toledo identified four outstanding teachers in each of the
years 1964, 1965, and 1966. Responses of this group were obtained and processed for
the same statistical analysis as for other selected respondent categories.

The correlation of the ranking of the criteria by the outstanding teachers with
those of all other groups in the study tested the order of importance established
in the study against the judgments of a "jury of expert3." Seemingly, this is
further justification for the warrantability of the criteria in the order estab-
lished for them by the responses of the total group.

A Possible Weighting Procedure

A criticism often leveled at evaluation procedures is that each criterion is
assumed to be of the same value. The warranting of criteria in this study provides
for a value factor to account for the demonstrated differences in importance of each
criterion. This value factor for each criterion was established by assigning the
weighted raw score totals of all groups for each criterion to that criterion. For
ease in computation and handling, weighted scores have been identified as decimal
value factors. Such value factors permit an evaluation instrument including all or
selected criteria from the study to be constructed. An Effectiveness Evaluation
Scale could use criteria from the research in the following fashion.

Sample Item:
Check the term which in your judgment best describes your
professor's characteristic teaching behavior.

This professor demonstrates comprehensive knowledge of his
subject.

Always Most of the time Occasionally

Very Seldom Never

A student marking, the space "Always" would be giving the faculty member a "5" on
that item which when multiplied by its value factor of .732 would give him a score
of 3.66 on this one item.

The sum of the products of the criterion ratings and the criterion value factors
would produce an effectiveness score.

Findings

1. All rank order correlations between selected groups of respondents
are different from 0 at the .01 level of confidence for individual
criteria.

2. Sixty criterion behaviors associated with effective teaching at
The University of Toledo have been established as warranted for evalua-
tion of such teaching.

3. The academic community of The University of Toledo is agreed on
the importance of the sixty criteria in the rank order which is estab-
lished in the study.
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5
4. A table of weights of importance has been established to account
for the importance of each criterion.

5. Rank order correlations are different from 0 at .05 level of
confidence for the major behavior categories between seventy-two of
the seventy-eight selected groups.

Observations

Research on the effectiveness of teaching indicates promise in clarifying issues
related to the evaluation of teaching. Such research can also help prevent the
perpetuation of error in these evaluations or at least provide an analysis of a
major problem in any evaluation--the identification of criteria to be used. This

study seems to have done this for the present at The University of Toledo. An
additional useful result of this study is the providing of a value weight for each
criterion which could be used in an evaluation instrument so that some accounting
of the differences in importance of criteria used in such evaluations may be
accomplished.

The study reported here is apparently unique in that it provides a sample of
one institution's total academic community with an opportunity to participate in
consideration of criteria which may be used in evaluation of effective teaching.
Apparently it is the only study in which the judgments of a representative sample
of a complex academic community on such criteria have been tested against a jury of
outstanding teachers in an institution.

Of course, significant problems remain in the evaluation of effective teaching.
They are:

1. The competence of persons doing the evaluation.

2. The test of reliability of the criteria and procedures which can
only be accomplished through longitudinal studies.

It seems, however, that a sound beginning has been established with the identifica-
tion of criteria in this study.

Mention was made earlier that six of the rank order correlations obtained for the
major behavior categories between the seventy-eight selected groups were nonsignifi-
cant at the .05 level. To search deeper into why there was a lack of significance
at the .5 per cent level the raw data were re-run in a computerized t test program
to ascertain where the significant differences in judgments of the groups which
produced the nonsignificant correlations lay. An identification of these results is
indicated for each of the pairs which produced nonsignificant correlations at the
5 per cent level.

1. All vs Engineering Students. The All group placed a significantly
higher mean value of importance on Personal Characteristics, Community
Campus Ivolvement, and Scholarly Orientation than did the Engineering
Student Group.

2. All Students vs Engineering Faculty. The Engineering Faculty placed
a significantly higher mean value of importance on Scholarly Orientation,
while the All Student Group placed a significantly higher mean value on
Evaluation Procedures.

3. All Alumni vs Engineering Faculty. Engineering Faculty placed a
significantly higher mean value of importance on Scholarly Orientatioli
than did All Alumni.
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4. All Faculty vs Engineering Students. All Faculty placed a sig-
nificantly higher mean value of importance on Scholarly Orientation
than the Engineering Students, while the Engineering Students placed
a significantly higher mean value on Evaluation Procedures.

5. All vs UCATC Alumni. No significant difference in means was
established by the use of the t test.

6. All Faculty vs Law Alumni. Again as in the case of the All
Group vs UCATC Alumni, the t test disclosed no significant differ-
ence in mean values of importance established by the two groups.

A limitation of tie study in oversimplifying the grouping of the sixty criteria
into only six major behavior categories as well as a lack of interval scale measures
may be the cause of nonsignificance.

Because the College of Engineering was represented in four of the six nonsignifi-
cant rank order correlations and because in all four instances either Engineering
Students or Engineering Faculty were represented, it was decided to run a c test
on the values of importance established by the Engineering Students and the Engineer-
ing Faculty. The result of that test was that Engineering Students placed a
qignificantly higher mean value of importance on Evaluation Procedures, while
Engineering Faculty placed a significantly higher mean value of importance on
Scholarly Orientation.

One might consider that students in general are more concerned with Evaluation
Procedures than are faculty, but that in the special instance of Engineering Students
it seems they are more concerned with such procedures than the general student body.
All Faculty as a group seem more concerned with Scholarly Orientation than are
students but, in this special instance, Engineering Faculty seem to place a greater
weight of importance on Scholarly Orientation than the All Faculty group.

Prospects for the Future

Longitudinal studies on the criteria which have been established in this study
would certainly add to validity, and the reliability of their application, if any,
in the evaluation of effective teaching. The use of any or all of the established
criteria in the evaluation of teaching could provide a reasonably sound basis on
which to base studies concerning the competence of individuals undertaking evalua-
tion. Perhaps their most fruitful possibility is in providing a framework within
which to build longitudinal studies of the evaluation of effective teaching.

The University of Toledo study has resulted in a revision of procedures followed
in the choosing of the outstanding teachers. The committee for choosing the out-
standing teachers is composed of those faculty who have been identified in the past
as outstanding teachers. It is their task to oversee procedures to be followed in
choosing the next outstanding teachers.. The committee has decided to use the first
ten items in importance for the evaluation of effective teaching as identified in
this study, which have been placed in an evaluation instrument prepared by the
committee for choosing outstanding teachers. The instrument is made available to
students, faculty, and alumni who indicate an interest in participating in the
selection of and the nominating of an outstanding-teacher candidate.

Additionally, the College of Education has appointed a special committee to
review its procedures and its instrument used in the evaluation of teaching in the
College of Education. Thus, this study has been of measurable help in the identi-
fication of effective teaching at The University of Toledo.
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STUDENT-FACULTY RATIOS: WHAT DO THEY MEAN?

John G. Bolin, Assistant Professor
Institute of Higher Education

University of Georgia

At first glance, student-faculty ratios appear to be a very simple mathematical
matter. It is derived merely by dividing the total number of students by the total
number of faculty members. And it is by this simple process that many institutions
determine faculty needs. Chief administrators often base their overall plans and
budget requests on this ratio as a matter of expediency.

Yet, the student-faculty ratio is a difficult factor to pin-down in the descrip-
tive analysis of any university, and probably the most frequently misunderstood.
One university president feels that because of varied faculty responsibilities a
"faculty-student" ratio is "impossible to accurately compute, and is meaningless
once it has been done." Nevertheless many administrators and most accrediting agen-
cies consider the student-faculty ratio a major factor in the measurement of instruc-
tional quality of an educational institution. Inherently, therefore, it is an es-
sential element in both administrative and instructional planning.

The chief complaints against using student-faculty ratios as measures of effective-
ness consider the lack of a uniform formula for deriving the ratios, and to the lack
of research from which conclusions can be drawn to determine optimum class size for
any level of """1-inr, Both of these objections appear to be animadversions to the
ratio or its use.

Regarding the first complaint, student-faculty ratios may be calculated in a
variety of ways. In some instances headcount is the basis for computation, while
in others the ratio is derived on an equivalent-full-time basis; also, there seems
to be disagreement about whether to include graduate teaching assistants, research
assistants, and part-time students in the tabulations. Since student-faculty ratios
may be derived for a variety of purposes, a variety of computational methods is
necessary. For instruction, unless otherwise stipulated, the standard practice seems
to be to compare the number of equivalent-full-time students to the number of equiva-
lent-full-time professional instructional staff. Deviations from this practice can
be misleading and virtually useless.

The latter complaint regarding class size or faculty load is somewhat more com-
plex. It is generally agreed, however, that large classes do not necessarily solve
the problem of expanding enrollments.1 Moreover, many educators feel that learning
may be accomplished better in smaller classes, where exchange of information and
ideas is not precluded by the number of students enrolled in class. Although studies
which would support either point of view are limited, Anderson2 and O'Shaughnessy3
have shed some light on this argument.

Thus, white student-faculty ratios may not provide the micrometer by which quality
may be determined, they can provide a yardstick to assist administrators and educators
in the evaluation and improvement of their instructional program. A knowledge of the
present status of class size and student-faculty ratios should be helpful to those
working to build better institutions of higher learning. Hence, the purpose of this
study is to help keep college and university officials informed about what is taking
place in higher education with regard to expanding faculties and growing enrollments.
I do not wish to debate the merits or demerits of the uses of student-faculty ratios;
rather this investigation will be confined to analyzing the ratios as they were re-
ported.

Specifically, this study endeavors to analyze the following factors as they relate
to the student-faculty ratios reported by the colleges and universities included in
the sample:

'-ti
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1. Means, medians, ranges.

What are the means, medians, and ranges of the student-faculty ratios
in the various types and sizes of higher education institutions throughout the
United States?

2. Type of control.

Are there any significant differences in the student-faculty ratios at
publicly controlled colleges and universities, and those reported for privately
controlled institutions?

3. Size of institution.

Are there significant differences in student-faculty ratios which could
be attributed to size?

4. Ceographic location.

Are there significant differences in student-faculty ratios related to
geographic location of the colleges and universities?

5. States

Are there significant differences among state universities according to
the geographic region in which they are located?

6. Level of instruction.

Do instructional levels (lower division, upper division, graduate/profes-
sional division) vary in proportions of faculty assigned for instruction?

7. Type or level of authority.

By whom or what authority are the student-faculty ratios determined for
the various types of institutions?

Procedure

A questionnaire requesting information about present student-faculty ratios
and the authority determining them was sent recently to fifty major state univer-
sities (one in each state) and one hundred other colleges and universities of
different sizes situated throughout the nation. The latter group included both
privately and publicly controlled institutions. Responses were received from forty-
seven state universities and seventy-two other schools and colleges.

The questionnaire used for this study contained only two questions. While one
may criticize it for lacking sufficient definition or instructions for completion,
the purpose was clearly implied in the first question which requested information
relating to instructional personnel. Moreover, except for public institutions with
student enrollments of 7,500 or more (excluding state universities), the number of
responses distributed among the various sub-classifications was believed sufficient
to allow for institutional variations in computing student-faculty ratios to be
cancelled out between categories. Because of the lack of data regarding the large
public institutions, no statistical comparison was made between private and public
control in that specific category alone.

tjJ
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Analysis of the Data

While the data included in this study were limited by the lack of precision
with which the terms were defined, they were sufficient to arow for the com-
putation of arithmetic means, medians, ranges, and in some parts of the study for
non-parametric statistical treatment.

In the initial part of the analysis all ratios were reduced to the number of
students to one faculty member, and these scores were tabulated under the several
sub-group headings according to type of control, student enrollment, and geographic
location. After all scores were listed in their appropriate groups, the means were
computed and the medians were located. The ranges of the categories were then given
in order to provide a more complete description of each category.

Ultimately, where possible, the data were treated statistically with the Mann-
Whitney U-Lest for uncorrelated data and the Kruskal-Wallis H-test for k sample
cases. These tests were used to measure the differences in the distributions of
student-faculty ratios among the various sub-categories identified in the study.
The .05 level of confidence was accepted for identifying significant differences
in the comparisons.

Intergroup Comparisons of Student-Faculty Ratios

The first analysis pertained to the relationship of control and enrollment to
student-faculty ratios. In this analysis, the major universities were excluded
from the tabulations because of the possible effects of their unusually large en-
rollments. To determine the influence of type of control upon student-faculty
ratios, the total group was divided into the _lassical dichotomy of public and
private. Each of the two types was then subdivided arbitrarily into three groups
according to size. The classifications for the subgroups were listed as small,
including institutions with an enrollment of under 2,500; medium, including those
institutions having enrollments of 2,500 to 7,500; and large, including institutions
with more than 7,500 studens. Because of the lack of data pertaining to large
publicly controlled institutions (other than the major state universities), no
comparison is made between private and public colleges and universities in this
category.

For the small institutions the mean number of students per faculty member was
13.0 for the twenty private institutions as compared with 19.2 (or about one-third
more) for the twelve public institutions. (See Table I) The medians for the two
types were 13.0 and 20.0 respectively, while the ranges of the two groups were 5.6
to 20.4 and 13.0 to 26.0. When the ratios of the two groups were treated statistically,
the private institutions were found to have a significantly lower student-faculty
ratio than the publicly controlled institutions. The Mann-Whitney U-test- for un-
correlated data was computed to be 24.5, which when applied to the table of critical
values, was found to be significant at the .05 level of confidence.

In the analysis of the two types as they were tabulated in the medium size category,
the mean for thirteen private institutions was 14.6 students per faculty member, com-
pared to the much larger mean of 20.1 for the nine public colleges and universities
in the sample. The medians for the two groups were 12.0 for the private group rang-
ing from 6.0 to 38.4 and 20.0 for the public group which ranged from 13.9 to 26.8.
As above, this comparison indicated that the private institutions had a significant-
ly lower student-faculty ratio than those in the public group. The U computed for
this comparison, 21.5, was found to be significant at the .05 level of confidence.

To cross-check the results of the two preceeding comparisons between the public
and private institutions, the two groups were combined and compared solely on the
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basis of control. Without regard to size, the mean for the sample forty-one
private institutions was 14.4, while that for the twenty-two institutions in the
public control category was 19.3. In this comparison the median of the private
schools was 13.0, ranging from 5.6 to 38.4, as compared to a median of 20.0 and
a range of 13.0 to 26.8 for the public colleges and universities. Since the samples
comprised of the combined groups contained more than twenty cases, a Z value was
obtained. The Z computed for this comparison was 3.99 which was significant beyond
the .01 level of confidence.

To determine the effects of size upon the student-faculty ratios, the same
institutions were redistributed with regard only to size. No consideration was
given to the type of control. The distribution of cases among the three classi-
fications were: small, thirty-two institutions; medium, twenty-two institutions;
large, nine institutions. For this comparison the Kruskal-Wallis analysis of
variance for non-parametric data was used to identify significant differences.
The respective means for the small, medium, and large categories were 15.3, 16.7.
and 17.5; their medians, on the other hand, were 15.0, 14.5, and 17.0. The ranges
of the three groups were 5.6 to 26.0 for the small institutions, 6.0 to 38.4 for
the medium size schools, and 8.3 to 30.0 for the large colleges and universities.
The H value computed in the statistical treatment for comparing the differences in
three groups classified by size was 2.67, which was not significant at the .05 level
of confidence.

It is evident from these data that, on the average, privately controlled insti-
tutions of higher education have significantly lower student-faculty ratios than do
their publicly controlled counterparts. It is evident also that size was not a
factor in this difference. In the three comparisons where the type of control was
the primary consideration, the privately controlled colleges and universities, with-
out exception, indicated significantly lower student-faculty ratios; when the ratios
were analyzed with size only as the primary consideration, however, no difference
was found among the three groups.

Regional Differences

The second part of the study concerned the distribution of student-faculty
ratios among the various institutions in the sample as they were classified by re-
gional location. To make these comparisons each institution was placed arbitrarily
into one of five geographic subdivisions of the United States. These included the
Northeast, Southeast, Midwest, Southwest, and Far West. This phase of the study
consisted of three analyses: regional differences excluding major state universities;
regional differences including major state universities; and regional differences
among major state universities only.

The first analysis of regional differences included a total sample of sixty-
three colleges and universities. The total was subdivided without regard to size
or type of control into the five regional categories. The numbers of institutions
in each group included twenty-one in the Northeast; fourteen in the Southeast; seven
in the Southwest; seventeen in the Midwest; and four in the Far West. The mean
number of students per faculty member for the five groups ranged from 13.7 in the
Far West to 19.9 in the Southwest. (See Table 2) Ranking second, third, and fourth
respectively in terms of numbers of students per faculty were the Northeast with a
mean of 14.0, the Midwest with 16.6, and the Southeast with 17.4. The medians for
the groups were slightly different in rank-order and only reversed the ranking of
the Far West, which had a median of 14.4, and the Northeast, whose median was 13.0.
The Northeast also had the longest span of difference ranging from 6.0 to 38.4, while
the Midwest had the shortest span, with a range of 11.9 to 26.0.

When these data were treated by the Kruskal-Wallis analysis of variance to test
6
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the differences among the groups, the H factor of 12.95 was found to be signi-
ficant at the .05 level of confidence. Although differences between groups were
not tested for significance, it is evident that thene is significant variation
in student-faculty ratios among institutions of highct education located in the
five regions defined in this study.

In the second analysis of regional differences major state universities were
included in the tabulations of the five regions. The numbers of cases in the in-
dividual categories were increased to thirty f..n the Northeast, twenty-three in the
Southeast, fourteen in the Southwest, twenty-seven in the Midwest, and thirteen
in the Far West. The means for the various regions in this distribution ranged
from 14.6 in the Northeast to 19.5 in the Southwest. Ranking second, third, and
fourth were the Far West with a mean of 15.7, the Midwest with 16.7, and the South-
east with 17.4. On the basis of the medians, the groups remained in the same rank-
ing as that based on the means. The extent of the widest range was 6.0 to 38.4 in
the Northeast, while the narrowest range, found in the Southwest category, extended
from 11.9 to 26.0.

The Kruskal-Wallis H computed for this distribution was 6.6. This value was
found not to be signiticant at the .05 level of confidence. From the results of
this analysis it appeared that the state universities helped to offset the varia-
tion in ratios which was found to exist among the regions in the first analysis.

To cross-check the finding in the second analysis of regional distributions,
tabulations which included only the state universities were tested for the signi-
ficance of their variation. The number of cases included in this distribution were
nine in the Northeast, nine in the Southeast, eight in the Southwest, ten in the
Midwest, and eight in the Far West. The mean student-faculty ratios for these groups
were 15.8, 17.5, 19.1, 16.8, and 16.4 respectively. (See Table 3) For the total
group the mean ratio was 17.1:1. The medians were very close to the means, but
again, the rank by median reversed the positions of Northwest and Far West regions.
The largest range among these groups was 10.5 to 21.0 in the Southeast, while the
smallest was 16.0 to 21.0 in the Southwest.

The H factor computed in this analysis was 5.9, which was not significant at
the .05 level of confidence. With no significant difference among the regions where
only state universities are included, it was increasingly evident that the major
variations in student-faculty ratios by region lie within the smaller institutions.

Student-Faculty Ratios for Three Levels of Instruction

The data regarding student-faculty ratios, calculated according to level of
instruction, was not sufficient for analysis in depth. Of the 107 cases included
in the sample less than one-third (33) were able to make the necessary distinctions
in their faculty assignments with regard to level of instruction; hence, these data
were not treated statistically for significance of difference. However, the responses
from the institutions completing this part of the questionnaire indicated a very
definite trend of decreasing student-faculty ratios as the level of instruction was
increased. The number of students per faculty member, as a rule, decreased appro-
ximately 33 percent between the freshman-sophomore level of instruction and the
junior-senior level, the sophomore level of instruction and the junior-senior level.
The decrease in student load was even greater in the graduate-professional level;
at this level the student-faculty ratio was approximately one-fourth to one-third
of that indicated for the lower division and about half as large as the ration in-
dicated for the upper division of undergraduate instruction. Although this result
should not be too surprising, it indicates a considerable differential in faculty
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load for those who are given specific instructional assignments in freshman-
sophomore courses.

Prescribing Authority for Student-Faculty Ratios

The responses in this area of the investigation were arranged in six categories:
Board of Trustees, State Board of Control (including Board of: Regents), State Legis-
lature, Administration, Other Source, and Not Prescribed. The data were not treat-
ed statistically, but the 107 responses were classified Onto Private, Public, and
State University groupings. The percentages of the responses of the three groups
were then calculated for each of the sources of authority, and comparisons were
made only within the individual groups.

In the group of private institutions, only 34 percent had student-faculty ratios
which were prescribed. Of these, 27 percent were derived from the Boards of Trustees,
with the remainder of the prescription from the Administration. For the vast majority
of private colleges and universities, no ratio was prescribed.

Student-faculty ratios in the public institutions were prescribed by several
sources of authority, although there seems to be no central tendency for the pre-
scriptions in this grouping. Nevertheless, in nearly half of these institutions
ratios were not prescribed.

Among the state university group there also seemed to be no primary source of
authority which determined the specific student-faculty ratio. Of those whose stu-
dent-faculty ratio wa!; prescribed, the most frequently cited authority was a state
board of control or board of regents; this category, however, accounted for only
seven of the forty-four cases in the sample. Slightly over 68 percent of the univer-
sities had no prescribed ratio.

Perhaps the most significant finding in this division is that 63 percent of the
colleges and universities in the sample received no predetermined student-faculty
ratio from any specified source of authority. A number of institutions indicated
that the size of the faculty was dependent upon legislative budget allocations, of
as in the case of the privately controlled institutions, upon gifts and contribu-
tions to established funds. Hence, it seems that the financial condition of the
institution may be the chief factor in determining Lhe quality and number of faculty
a college or university can contract to instruct its students.

Summary and Conclusions

The -tudy was undertaken to provide current information regarding the student-
faculty ratios presently maintained in the various types and sizes of colleges and
universities across the nation. The project was designed to investigate differences
in student-faculty ratios among colleges and universities classified by type of con-
trol, student enrollment, and geographic location. The investigation was extended
to determine the sources of authority which prescribed the student-faculty ratios.
This study was limited both in the size of the sample and in the precision with which
student-faculty ratio was defined in the questionnaire. Nevertheless, the number
of responses and the particular efforts made by the respondents to insure the clarity
of their information provided sufficient data to make the analysis possible. It

should be kept in mind, however, that it is within these limitations that the con-
clusions of the study have been drawn.

The findings were as follows:

i,Y;
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1. Student-faculty ratos in privately controlled colleges and univer-
sities are, on the average, smaller than in comparable public insti-
tutions.

2. Excluding the major state universities, institutional size, according
to student enrollment, does not significantly influence the magnitude
of the student-faculty ratio; that is, neither the larger nor the
smaller institutions can be expected to have a smaller ratio than the
other.

3. The variation in student-faculty ratios among the geographic regions
is significant when major state universities are not included. The
ratios were found to be smaller in the Far West and Northeast, and
higher in the Southwest and Southeast. When the state universities
were included in the tabulations, no significant difference existed
among the various regions, although generally the lower ratios were
still found in the Far West and Northeast, with the higher ratios
in the Southwest and Southeast.

4. There were no siggificant differences among state universities dis-
tributed regionally.

5. Student-faculty ratios are virtually impossible to com?ute by level
of instruction because of the overlapping instructional assignments
of faculty members. In spice of the limited response to this part
of the questionnaire, there was an indication of a substantial in-
verse relationship between level of instruction and student-faculty
ratio.

6. No single agency or individual appears to be a major source for pre-
scribing student-faculty ratios. In fact, in almost two-thirds of
the cases in the sample, the student-faculty ratio was ostensibly a
product of the institutional budget, while in slightly over one-third
of the cases a variety of agencies, boards, or individuals predeter-
mined what the ratio would be.

From these findings it seems evident that the instructional load of faculty
members in private institutions, with regard to numbers of students, is generally
less than that of their fellow educators in public colleges. No difference in the
average student load, however, can be expected either in the smaller or larger
institutions when they are classified only by size of student enrollment. And in
view of the generally larger student loads of faculty members in colleges and univer-
sities in the South, a greater effort must be made to increase the faculties if the
Southern institutions are to reduce their student-faculty ratios to the national
averages. Finally, while there is an ostensible lack of prescribed or predeterT.Iacd
student-faculty ratios among colleges and universities, perhaps some general guide-
lines could be established by the administrator to provide for better planniug and
faculty assignment. These guidelines may help to more equitably distribute faculty
loads within an institution.

This has been only an exploratory study of student-faculty ratios. It would
seem advisable, therefore, that further study be undertaken with regard to the
ratios presently existing in the various areas of instruction, or perhaps even by
courses. Ultimately, the study of student-faculty ratios may provide a more com-
prehensive understanding of faculty responsibilities and workloads as they are dis-
tributed among and within modern institutions of higher education.

63
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TABLE 1
STUDENT-FACULTY RATIOS BY TYPE OF CONTROL*

Private VS. Public Colleges And Universities
(Excluding Major State Universities)

Private
= 13.0 14.6 14.4

MDN = 13.0 12.0 13.0
Range = 5.6-20.4 6.0-38.4 5.6-38.4 7 = 16.1

Public MDN = 16.0
= 19.5 20.0 19.3 Range = 5.6-38.4

MDN = 20.0 19.0 20.0
Range = 13.0-26.0 13.9-26.8 13.0-26.8

STUDENT-FACULTY RATIOS BY SIZE ONLY

7 = 15.3 16.7 17.5 16.1 17.1
MDN = 15.0 14.5 17.0 16.0 17.1
Range = 5.6-26.0 6.0-38.4 8.3-30.0 5.6-38.4 10.5-22.0

*All figures indicating means, medians, and ranges represent numbers of students
to one faculty member.

TABLE 2
STUDENT-FACULTY RATIOS BY REGION

(Excluding State Universities)

X = 14.0 17.4 i9.9 16.6 13.7 16.1
MDN = 13.0 17.5 20.0 15.0 14.4 15.5
Range = 6.0-38.4 7.0-30.0 7.7-26.8 11.9-26.0 5.6-20.5 5.6-38.4

STUDENT-FACULTY RATIOS BY REGION

(Including State Universities)

X = 14.6 17.4 19.5 16.7 15.7 16.5
MDN = 14.0 18.0 19.8 16.0 15.0 16.0
Range = 6.0-38.4 7.0-30.0 7.7-26.8 11.9-26.0 5.6-22.0 5.6-38.4

TABLE 3
STUDENT-FACULTY RATIOS BY REGIONS

(Major State Universities Only)

TC = 17.5 15.8 19.1 16.8 16.4 17.1
MDN = 18.0 16.0 19.1 16.5 15.5 15.5
Range = 10.5-21.0 12.6-21.0 16.0-21.0 13.0-20.0 13.0-22.0 10.5-22.0
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PROFESSORIAL ATTITUDES TOWARD THEIR WORK ENVIRONMENT
AT THE UNIVERSITY OF MICHIGAN

Donald R. Theophilus, Jr.
Special Assistant to the Vice President

University of Washington

The United States is committed to, and is betting on, higher education to help
shape its future. Yet, as a national news magazine (Time, 1966) stated recently in
a cover story, the outcome of the bet "depends on solitary teachers in secluded
classrooms...and the number of bored, hostile, and inadequate college teachers adds
up t' something between a serious concern and an outright scandal." It is not
possible to assess the total cost of this dissatisfaction, but at the very least,
some substantial fraction of the potential or talent represented by faculty members
is not being translated into action.

The purpose of this study was to measure professorial attitudes toward selected
aspects of their work environment, for only by understanding what professors con-
sider to be in their best intervst can academic administrators tegin to unlock the
reservoir of energy and creativity within faculty resources.

The study utilized a twenty-page questionnaire sent to the three professorial
ranks and academic administrators at The University of MiLhigan in the spring of
1966. More than 1,500 responses and a 73 per cent return were received. The study
was sponsored and financed by the Office of the Vice President for Academic Affairs
at The University of Michigan. A complete report of the project is available in
Theophilus, (1967).

Related Research

There is a growing volume of research by social scientists on the topic of work
motivation. Much of this is within the area of business and is classified under
organizational behavior. Major theoretical and empirical efforts in this area would
include the Harvard Business School studies of Elton Mayo, Fritz Roethlisberger,
Abraham Zaleznik, Paul Lawrence, and others; and the Michigan studies of Rensis
Likert, Robert Kahn, and Daniel Katz. Other contributors of note include Frederick
Herzberg and his colleagues, Chris Argyris, W. F. Whyte, and Douglas McGregor.

A substantial amount of this research relates to an investigation of "job
attitudes," and the measurement of these attitudes has been extensively developed
and applied. It is disturbing, however, that the empirical findings about work
motivation have been far from conclusive.

Although there is much to criticize about current research of work motivation in
business organizations generally, it is not as deplorable as within academe where
studies of work motivation are virtually nonexistent. It is astounding that the
methods of social research have been applied by university professors to almost
every important American institution except their own (Caplow and McGee, 1958).

Essentially there are only three major books that have touched upon various and
certainly limited aspects of faculty motivation. These are Wilson (1942), Lazarsfeld
and Thielens (1958), and Caplow and McGee (1958). A variety of studies over the
last ten years, including many by directors of institutional research at universi-
ties, has provided much of the empirical material now available. These major research
projects include Russell (1962), Gustad (1960), and Stecklein and Lathrop (1960).

Other studies have been conducted within individual institutions or among groups
of institutions. Of these studies, many have been concerned solely with faculty
personnel policies or some other narrower aspect of the problem. Much of this
institutional research has not been published. In summation, the empirical and
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theoretical study of work motivation and work attitudes in higher education is
barely in its infancy.

Study Objectives

Today's multiversity is not the single community of scholars as in times past.
Rather it is characterized (Pace and Baird, undated) as "an assortment of parts and
pieces loosely held together by people and programs having roughly similar but by no
means common goals." Each of these "parts and pieces" may well exert a differential
impact upon the work attitudes of its professors, depending upon such factors as the
environment of the organizational unit and the professors in it. On the other hand,
despite the existence of differences in atmosphere and personnel between, say,
engineering and education, music and medicine, professors may nevertheless share
the same kinds of attitudes about their work environment. The primary objective of
the study was to check these alternative speculations and to test the hypothesis
that professorial attitudes about work environment differ significantly among
eighteen major organizational units at The University of Michigan.

A basic concept dealt with deprivation, which was defined as the discrepancy
between the importance a professor attached to a potential incentive within the
work environment and his satisfaction with it. In the course of testing the prime
hypothesis, it was also hoped to: (1) gain some understanding about which environ-
mental incentives were most important and potentially satisfying, and caused less
deprivation at a given point in time within each of the units tested; and (2) deter-
mine the effect of selected background characteristics (such as rank, age, salary,
level of education, etc.) on professorial perceptions of the importance, satisfac-
tion, and deprivation relating to these potential incentives.

A secondary objective was to test the hypothesis that across the several organi-
zational units of the university there are: (1) significant differences between
professors' and academic administrators' ratings regarding the relevant weight to
be applied to selected criteria for promotion and salary increases; and (2) signifi-
cant differences between professors' and academic administrators' perceptions of
the importance and satisfaction attached by professors to the potential incentives.

Basic to this search for data was the belief that good communication is at the
heart of any effective incentive system, and to prescribe for individuals it is
necessary to diagnose and understand the desires and needs of the individuals con-
cerned.

Methodology

The study utilized measurement procedures similar in form to those included in
studies and questionnaires used many times with profitable results by researchers
at The University of Michigan's Institute for Social Research and elsewhere. That
a large "n" was used added confidence in the reliability and validity of the data.
Filter means programs and t-tests were used extensively, and the pattern of
statistical analysis was felt to be quite refined.

Two major classifications of incentives were chosen for response and analysis.
Material, tangible, personal incentives were those that specifically could be
offered to an individual; for example, physical facilities, salary, research funds,
personnel services, and fringe benefits. Non-material, intangible, non-personal
incentives were those factors that usually could not be offered specifically to an
individual and that often could be known or recognized by their absence. Examples
are administrative concern for personal welfare and career development, communica-

tion and participation in making decisions and formulating policy, independence and
freedom, and leadership. In all, ten major incentives or potential satisfiers were
tested.
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Details concerning the instrument, population, mailing and returns, coding,
tabulation, and computer analysis are found in Chapter Two of Theophilus (1967).

Major Findings,

Impact of Organization

The data supported the hypothesis that professorial attitudes of satisfaction
were significantly different among the units. Organizational units did exert a
differential impact on professors' attitudes toward their work environment. Unfor-
tunately there are virtually no known comparable data that test the phenomenon of
attitude difference among academic units. Several broad areas of existing research
seem relevant, however, and the inferences are that the differences in attitudes
among units are: (1) attributable to differences in the environment of the unit
itself (administrative policies and practices, traditions, peer group influence,
etc.); and/or (2) attributable to personality types that gravitate toward a
certain discipline or field. Because of cost the extensive testing on satisfaction
was not conducted to determine if the importance and deprivation felt by professors
also differed significantly among units. Data from five of the statistical tests
indicated, nevertheless, that approximately the same number of significant differ-
ences among the units were appearing for perceptions of importance as for satis-
faction.

Impact of Background Characteristics

The twelve tested characteristics had comparatively little effect on professorial
attitudes of satisfaction, thereby supporting the conclusion that a professor's
attitudes of satisfaction in larger measure depended upon the unit to which he
belonged. Those characteristics having the most effect were six in number, respec-
tively: salary level, number of years employed by The University of Michigan, level
of education, rank, age, and duties or responsibilities. Data on the six most
influential characteristics were compared with job-attitude findings about indus-
trial workers. Professorial attitudes of satisfaction did not seem to differ
markedly from those of industrial workers when related to age, length of service,
and salary.

How Professors Felt About Their Work Environment

There was a wide difference in professorial feelings about the ten classifica-
tions of incentives tested. The findings indicated that certain potential satis-
fiers were much more influential than others in affecting the attitudes of
professors. Deprivation (the discrepancy score between importance and satisfaction)
was considered the most meaningful measure, and the greatest sources of deprivation
were respectively associated with the categories of "Funds for Professional Develop-
ment," "Leadership," "Income:"Communication and Participation," "Personnel
Services," "Administrative Concern for Personal Welfare," and "Physical Facilities."
See Table 1. While professors did not think material incentives were nearly so
important as the non-material, they nevertheless expressed greater dissatisfaction
about them.

"13

As a group, the three professorial ranks at The University of Michigan seemed to
be comparatively well satisfied with their working environment in the spring of 1966.
The overall mean of satisfaction for Section I of the questionnaire was 3.528 on a
five point scale, which placed the score just more than half-way between the cate-
gories "Neither Satisfied nor Dissatisfied," and "Satisfied." The average discrep-
ancy score between satisfaction and importance for professors was just above half a
point at .589. Neither figure indicated university-wide dissatisfaction or low
morale on the part of professors.
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TABLE 1

PROFESSIONAL ATTITUDES ABOUT THEIR CONDITIONS OF ACADEMIC SERVICE

Satisfaction Importance
Discrepancy
Score

Sub-Sections
of Section I
in the Ques-
tionnaire Mean

Rank
From
Most
To
Least
Sat.

Est.
Std.

Dev. Mean

Rank
From
Most
To
Least
Imp.

Est.

Std.

Dev.

Between
Means
of Sat.
& Imp.

Rank
From
Lowest
To
Highest
D.S.

Fringe 3.838 3 .630 4.081 8 .603 .243 1

Benefits

Indep. & 4.388 1 .627 4.652 1 .421 .264 2

Freedom

Academic 3.922 2 .707 4.326 2 .495 .404 3

Colleagues

Physical 3.164 10 .617 3.723 10 .502 .559 4
Facilities

Admin. 3.656 4 .869 4.235 3 .464 .579 5

Concern

Personnel 3.457 6 .768 4.086 7 .530 .629 6

Services

Commun. & 3.349 8 .648 3.981 9 .487 .632 7

Particip.

Income 3.475 5 .808 4.215 4 .561 .740 8

Leadership 3.413 7 .952 4.184 5 .529 .771 9

Funds for 3.251 9 .734 4.107 6 .491 .856 10

Prof. Dev.

Section I
uestion

- 3.528 .. .526 4.117 .343 .589

Scale for Response

A B

How sati fled are you at present with each aspect of How im ortant wou d each aspect he to you if you
your 7o7rsituation at The University of Michigan? were eva uatong an academic position elsewhere?

Neither
Neither important

Satisfied Very Nor
Very Nor Very Unim. Unim- Unim- Very

Dissatisfied Dissatisfied Dissatisfied Satisfied Satisfied portant portant portant Important Important
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
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Among units there was a marked difference in the mean of attitudes, ranging from
3.847 to 3.083 for satisfaction, and from .172 to 1.093 for deprivation. There was
very little difference in the overall feelings of importance among the units.
Analysis yielded three important measures about the units: satisfaction, deprivation,
and the degree to which improvement was desired. A rank difference correlation for
the three combinations of rankings was above .90 for the units.

Com arison of Selected Administrative-Professorial Perceptions

Significant differences were found between professors' and academic administra-
tors' ratings regarding the relevant weight to be applied to selected criteria for
promotion and salary increases. Five comparisons were made and labeled: downward
communication, upward communication, professorial intra-personal conflict, adminis-
trative intra-personal conflict, and administrative-professorial inter-personal
conflict. The measure of faculty intra-personal conflict was perhaps the most
interesting and evaluated how professors thought administrators weighed the criteria
for promotion and salary increases compared to how they thought administrators ought
to weigh them. All but one of the tests showed a significant difference, indicating
that professors were extremely unhappy about how they thought they were being eval-
uated. Furthermore, administrative-professorial perceptions of what incentives
professors thought satisfying and most important were found to be significantly
different in nearly 40 per cent of the tests.

Implications for Administrative Action

Since the study was limited to one university at a single point in time, only
additional research will determine if the findings are generally applicable. The
findings from the more than 2,400 tables produced do have extensive implications for
administrators at The University of Michigan, however, and should raise serious
questions in the minds of academic administrators elsewhere.

Two examples, one concerning organizational units and the other individuals,
illustrate how administrators might make use of the findings. First, if profes-
sorial attitudes are significantly different among the units as the data indicate,
then the most productive point of departure for making the university a more stim-
ulating place in which to teach and research may be to deal with organizational
units on an individual basis, rather than with the total university environment
en masse. Perhaps more attention should be given to a flexible system of organi-
zational rewards and leadership for each unit as the need dictates. Harold Leavit:-.

has argued, for example, that large organizations cannot be managed as "unified
wholes" with a single managerial strategy being equally appropriate for all of its
varied sub-sections. Leavitt also notes:

If this interpretation is correct, we should be seeing less and less
uniformity in managerial practi4.e; more of a class system, if you
likethough a fluid one--in which the rules governing everything
from the hours of work to methods of evaluation, to systems of
compensation may vary from one group to another within the same
parent organization. And, further, the many variations will be
understandable in large part if one looks at the task that each
group is trying to accomplish, and secondly at the tools, psycho-
logical and technical, that are at the moment available for working
on those tasks.

Moreover, of further relevancy are some of the theories of Chris Argyris, which have
been described (Gellerman, 1963, p. 81) in this manner:

The ideal organization ...is not only one which is flexible enough
to shift power downward or upward, as the occasion requires, but



76

one in which the entire organization assesses its problems and
selects the power distribution that seems most appropriate to the
times. Argyris is proposing, in other words, to serve both the
needs of the organization (by versatility in operating styles) and
the needs of the individual (by giving him a voice in selecting
whichever style is to be used).

The second example, which regards individuals, concerns data that reveals the
early thirties and forties as the periods of greatest deprivation for professors.
Department heads could be alert to the possibility that these periods in a profes-
sor's life might be ages of unusual stress. Anticipation of these periods could
allow for prev^ntive measures before morale and perhaps effectiveness are damaged.
Face-to-face interaction between the professor and other key people in his depart-
ment and college would be even more important at this time. At least several times
annually, the professor and those who are most influential in his work and career
should take the opportunity to review his work and its future direction. Sabbatical
leaves usually occur at regular intervals, yet in terms of career cycles and stress,
it might be best to have more frequent sabbaticals in the middle years and fewer
later on.

The Challenge to Academic Administration

The profIssor who works in a multiversity finds himself in an environment consist-
ing of a blend of people, working conditions, and the work itself. This complex of
factors impinges on the professor during every working day, shaping his attitudes
and forming his behavior. He may not be a prisoner of this motivational environment,
but the findings of many studies indicate that too often this environment blocks his
inclinations and drives him into dissatisfaction and negativism, at a time when the
need has never been greater for effective teachers and individual fulfillment for
both student and professor.

One of the most important tasks of academic administrators is to stop this loss
of potential and talent and to help turn the working environment into a stimulus
which will release energy and creativity. To achieve this goal will require soul
searching on the academic administrator's part, since the findings of this and other
studies would indicate that he has created many of the unfortunate aspects of the
working environment himself, although often inadvertently (Gellerman, 1963, p. 93).

Many academic administrators are insensitive to psychological advantage--the
individual's private notions about what constitute his own best interests. They
cannot assume that their view of the work environment is shared by professors.
Administrators with their "birds-eye" view of the organization can easily misjudge
the perspective from which the individual professor or professors in a school or
college judge an action. The professor behaves as if his environment were real,
and the administrator acts upon the basis that his perception:, of the environment
are real. Much administrative-faculty conflict results from this failure to realize
that the other person sees his world in a different light. The challenge for the
academic administrator is to accept the difficult responsibility of understanding
rather than dismissing the attitudes of the professors with whom he must work. It

lies in recognizing that he is more capable of changing his own habits than of
changing those of fellow workers.

Academic administrative policy at all levels of the organization must make sense
in light of the academic staff member's perception of his environment and what he
regards as his awn advantage. As Gellerman notes (1963, p. 200), "When that percep-
tion is understood, then perhaps misunderstanding can be cleared up, diverging points

of view can be accommodated, or at least the lines of disagreement can be clearly
stated." Effective communication requires knowledge of what professors want to
hear, since this greatly affects what they will hear. Therefore, the attitudes of
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the individuals who make up the organization, as well as the environmental forces
that shape those attitudes, must be intimately understood if academic administrators
are effectively to guide the university toward its goals. In this context, it is
remarkable that so few schools have systematically attempted to obtain from faculty
members their opinions about work and working conditions.

The Need for Periodic Study

The foregoing observations strongly suggest that the collection of professorial
attitudes should be a periodic, carefully chosen, conscious procedure which would
enable administrators in higher education to more intelligently guide and make
decisions about priorities. The use of assumption and guess needs to be superseded.
For example, Likert (1961) feels it is difficult, if not impossible, to build and
maintain effective organization without routinely gathering and analyzing causal,
intervening, and end-result variables. As examples of causal variables for industry,
he lists organizational structures and objectives, management practices and behavior,
capital investments, and needs and desires of members of the organization. Inter-
vening variables include personality, attitudes, and communication. End-result
variables run the gamut from production to grievances, absence and turnovers.
Furthermore, Likert (1961) maintains that instruments to measure these variables are
available or could be developed by existing methodology. He also believes that
analyses of these variables could be made which would show why the existing condi-
tions occurred, what changes of different conditions are likely to yield better
results, and how best and most effectively to go about producing changes in the
desired direction. These are the kinds of questions that institutional researchers
must begin answering for the future.

In summary, effective university planning requires an intimate and first-hand
knowledge of how professors perceive their job environment (and their work). Aca-
demic administrators in conjunction with institutional researchers and social
scientists must make this a continuing field for study. Whether such research
leads to greater satisfaction (and less deprivation in work), to greater produc-
tivity, and to a greater release of talent and potential will depend, however, as
much on the imagination, ingenuity, and skill of academic administrators at all
levels, as on the social scientists and institutional researchers.
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THE ACADEMIC STAFF QUESTIONNAIRE AS A RESEARCH TOOL

Paul F. Mertins
Research Associate, Office of Institutional Research

University of Michigan

The purpose of this presentation is to explore the academic staff questionnaire
from the standpoint of a research tool. We at the University of Michigan have
learned a great deal from a survey of academic staff attitudes which may be of great
importance to other institutions. Since conducting this study, we have had several
inquiries from other institutions planning similar studies. Hence, we concluded
that many institutions could benefit from our experience. In writing this paper it
became obvious that observations arising from the results of this study were not
unique to the analysis of this particular area; rather, they could be applied to
most research projects using a questionnaire as a gathering device.

Administrators are pressured more and more to make decisions based upon the very
latest information. They are less willing to make decisions on outdated historical
data and turn increasingly toward the current survey research approach in gathering
information.

The following discussion on planning, problems, recommendations for improvement,
and costs should be of specific interest to anyone considering a survey of faculty
attitudes. It will be most helpful, in a general sense, as a guide to people who
wish to undertake an original survey with the use of a questionnaire as a data-
gathering device. In undertaking this study, we were fortunate to have available to
us the experience and expertise of the Institute for Social Research of the Univer-
sity of Michigan.

The essential first step in undertaking any research project is to develop
objectives and/or hypotheses. This not only prevents researching for the sake of
research; it also defines more clearly the problem of analysis and report format.
For us, the practical aspects of this lay in deciding upon a target population
and what variables we would have to identify to analyze the data in proving or
disproving our hypotheses. In the case of the academic staff questionnaire, the
two hypotheses were as follows: (1) The importance, satisfaction, and deprivation
(discrepancy score between importance and satisfaction) attached by professors to
certain potential incentives will differ significantly among the many organizational
units of a university, and (2) Across the many organizational units of a university,
there will be tne following: (a) significant differences between professors' and
academic administrators' ratings regarding the relevant weight to be applied to
selected criteria for promotion and salary increases, and (b) significant differences
between professors' and academic administrators' perceptions of the importance and
satisfaction attached by professors to certain potential incentives.

Thus, if we were to explore faculty rank by school and college, we would have to
send questionnaires to all faculty members rather than use a sampling technique.
It was determined that we did not have enough total population in some areas to
make the sample mcaningLI, since some of our smaller colleges have very few people
of professorial rank. After drawing a sample of this very small total population
and then anticipating a vary low return, it was determined that in some areas we
might receive only one or two individual responses. This would be too small a
response for statistical analysis. Another factor we could not anticipate was the
percentage of return. The ugly related information we had was on a similar study
conducted at New York University in which the return was 45 per cent. We at the
University of Michigan received a total return of GO per cent with a response of
73 per cent in the professorial areas.

We decided to send questionnaires to part-time faculty members such as Teaching

`7 3



80

Fellows and Research Assistants. Sim,. we were seeking responses from both full-
time and part-time teaching personnel, we felt it would be logical to extend the
study to include all staff members holding academic appointments. If a decision
is made to restrict the sampling, it must be ascertained that it is possible to
sort out the desired population mechanically by rank or other identifying character-
istics. It is almost impossible for large institutions to perform this task manually.

It is highly desirable to employ a critical path scheduling technique once the
type of gathering device, the sample (or n) to be surveyed, and the basic format of
the type of analysis have been determined. The advantages of this type of planning
are numerous. For example, it will immediately highlight the timing of the dis-
tribution and retrieval of the data as critical factors. A scheduling device such as
this allows for seeing at a glance which functions are parallel and which overlap.
It prevents misdirecting available manpower into areas in advance of their desired
completion at the expense of functions critical to the timing of other functions. As
functions were completed on the schedule, they were color-coded, and a line was drawn
perpendicular to the time axis and moved along in conjunction with the current date.
At a glance, this process immediately identifies functions which are ahead of sched-
ule and functions which are trailing behind.

If such a study were to be conducted again, one of the most important consider-
ations would be to estimate that the time allotted for computer processing and
analysis would be much greater than had been anticipated. It would also be advisable
to direct some effort into these functions as soon as possible in order to plan and
revamp necessary programs. It is not wise to begin programming or reprogramming
existing programs until a final decision has been made on the form in which the input
data are to be used. Generally, when a gathering device such as the questionnaire
goes to the printer, the input data are finalized. There is a tendency not to
realize that the analysis could start at this early point in the processing; there-
fore, our critical path schedule could be modified to indicate this.

The budgetary and administrative red tape of any data processing service group at
a large institution is always time-consuming. These functions have no real relation-
ship to the data's availability for processing. Programming and the modification of
canned programs should start as soon as possible, however, because of the necessity
of testing program modifications and the availability of computer "turn-around"
time.

If financial resources are limited in conducting a study of this nature,
developing frequency responses should be a primary goal. This type of analysis
yields much more information, and arithmetic means can be developed by hand from the
frequency responses for selected groups. Programs that can develop both simulta-
neously by machine constitute the most desirable method.

In our particular case, the questionnaire was developed basically for the teaching
staff. When we decided to send it to all academic staff members, the questions were
modified to include respondents other than teaching faculty members. This modifi-
cation had a tendency to weaken the questionnaire. If possible the questionnaire
should be developed for the specific groups involved, either by sending special
questionnaires to selected groups or by sectioning the questionnaire so that the
responses to particular parts will emerge more meaningfully from the group primarily
involved in these activities.

The attached cost exhibit indicates which costs would vary with the n. This in-
formation will allow you to estimate the approximate expense for a similar study,
if you have an estimate of the population to be surveyed. Office of Institutional
Research salaries represents our closest estimate of the wages paid to O.I.R. staff
members involved in the study. Another way of estimating the cost of this item is to

8 ,
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allow for the salaries of two full-time employees for a twelve-month period. These
costs do not include time spent by administrative staff in deciding what information
is to be gathered and how it is to oe disseminated; nor do they include the time
required for writing a final report.
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ACTUAL AND ESTIMATED COST

ACADEMIC STAFF QUESTIONNAIRE

Cost Item Quantity

$ 109.80 9 k x 12 k Envelopes 6,000

96.00 9 x 12 Envelopes 6,000

45.00 #10 Reminder Envelopes 6,000

28.00 Covering Letter 6,000

28.00 Reminder Letter 6,000

13.82 Fold and Stuff Reminder Letter 6,000

20.91 Label Reminder Letter 6,000

95.13 Address and Label Sending and Return Reply Envelopes 12,000

558.67 Questionnaires (Typesetting). 19 Pages

746.91 Questionnaires (Printing) 6,000

70.89 Labels (DPC) 20,900

1,108.65 Postage (sending 9 k x 12 .12- Envelope with Questionnaire) 5,543

520.43 Postage (V.S.P.O. First Class Permit) 2,600

277.00 Postage (Reminder Lettet) 5,540

1,278.75 Keypunching (IBM Service Bureau) 3,330

1,900.00 Analysis (ISR) 3,348

$ 6,897.96 TOTAL

O.I.R. Salaries = Wages paid to two full-time employees for
a twelve-month period



EXHIBIT A

THE UNIVERSITY OF MICHIGAN
ANN ARBOR

plic%

\11 AN 1'. SMITH

I./C-NO/dent
fur Academic Affairs

Dear Colleague:

March 18, 1966

I never thought I would be asking your help by imposing a
questionnaire upon you, but the job in the Office of Academic Affairs
has clearly reached a point where I must do so.

Reliable information is essential if this office is to plan and
decide upon priorities effectively. Your guidance is needed if the
allocation of both time and money is to produce the most desirable im-
provement of the milieu in which you work. I know of no other way to
get this information and therefore ask your cooperation and help. I

have discussed the matter with the Educational Policies Subcommittee
of SACUA and am reassured by the fact that they approve of my sending
a questionnaire.

The attached questions Ere part of a survey to obtain a more
accurate picture of how you and others feel about your work, your
benefits, and conditions of work. The results will be used in trying
to make the University a more stimulating and satisfying place in
which to teach and do research.

I would emphasize that your answers will be kept anonymous. No
attempt will be made to identify you. Your responses will be put to-
gether with others from your school, college, or other unit to provide
us with a cross-section view of opinions on the various topics. Your
questionnaire will be kept in this office for use only by those com-
piling the data. We will, of course, report the results to you as
soon as they are ready.

The study depends upon the thoughtfulness and candor with which
you answer the questions. Moreover, if it is to be successful, we
must have a high rate of response. I hope each of you will take the
35-40 minutes to help us make better decisions.

Sincerely,

67.42.1rT.

Allan F. Smith

AFS/ji

Attachments

8a



THEY WENT TO COLLEGE: A DESCRIPTIVE SUMMARY OF THE CLASS OF 1965

Robert J. Panos
Alexander W. Astin

American Council on Education

In the summer of 1965, the Office of Research of the American Council on Education
followed up random samples of students from each of 246 colleges and universities
included in a survey--conducted in the fall of 1961 at the National Merit Scholarship
Corporation--of all entering freshmen students at a national sample of colleges and
universities. These students would presumably, if they had proceeded through college
at the normal rate (as many of them do not) have graduated in the summer of 1965.
sample of 246 institutions was originally selected to be representative of the total
population of regionally accredited four-year colleges and universities as of 1961
(Irwin, 1960). But because very small and relatively less affluent institutions
would compose most of a simple random sample, the larger and wealthier institutions
were deliberately over-represented in order to insure heterogeneity within the
sample (Astin, 1965(a), pp. 102-105).

Questionnaires were mailed to a random sample of 60,078 of the 127,212 students
included in the original survey--or approximately 250 students per institution. For
institutions enrolling fewer than 300 freshmen in 1961, all students were included;
random samples of 250 students were selected from the larger institutions. The
arbitrary figure of 250 was chosen with the expectation that we would obtain about a
50 percent rate of return from the initial mailing. Following a reminder, 30,506
questionnaires were returned to the Council's Office of Research. A second, shorter
form of the questionnaire was mailed to the 29,572 non-respondents, and an additional
5,899 forms were returned. The final number of usable completed questionnaires was
36,405--slightly more than 60 percent of the 60,078 students who were initially sent
the follow-up questionnaire. However, since the U.S. Post Office could not forward
the questionnaire to many of the students who had moved (the students' names and
home addresses were obtained in 1961), we estimate that at least 75 percent of the
students who actually received the mailed questionnaires eventually returned them.

The follow-up questionnaire inquired into several aspects of the student's
progress: educational and vocational achievements, current activities, the college
experience, current plans, and information about background not obtained in the 1961
survey. The purpose of this paper is to present this descriptive information about
the Class of 1965, including data on the student's personal background ,--nd subsequent
performance. Although such descriptive data do not establish causal relationships
among the variables represented, we believe they are useful in placing the current
vague and highly subjective notions about the outcomes of college into an objective,
empirical frame of reference. Thus, this paper focuses on the descriptive or
categorical rather than the inferential or theoretical aspects of the college
experience.

Weighting the Data

Analyses were performed to determine the extent and possible effects of the bias
in the sample of respondents. Although response biases did not appear to have any
appreciable effect on cross-product relationships (that is, relative monotonic
orderings among items), their obvious distorting effect on marginal tabulations makes
it necessary to adjust the data to estimate population parameters. Thus we computed
a set of individual weights to adjust for differences between respondents and non-
respondents in the sample of 60,078 students to whom the questionnaires were sent,
and also a set of institutional weights to adjust for the disproportionate sampling
of institutions from the various stratification cells of the original sampling
design (see Astin, 1965(a), pp. 102-105). The purpose of these weights was to adjust
the data to be representative of the population of students entering accredited four-
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year colleges in 1961.

A multiple stepwise regression analysis was utilized to ascertain the degree of
bias among respondents. This analysis was carried out by randomly selecting a
sample of 4,000 students from the original mailing of 60,078 and defining for each
student a dichotomous dependent variable (respondent or non-respondent) arbitrarily
scored "0" or "1." A pool of 98pre-college input items served as the independent
variables in the analysis. The independent variables included sex, 12 high-level
secondary school achievements (e.g., elected class president, placed first, second,
or third in a school science contest), size of high school graduating class, over-
all high school grade average, level of educational aspiration, probable major field,
initial career choice, father's education, and father's occupation. The .05 level
was used as a cut-off for the stepwise procedure; in short, the final regression
solution included those predictor variables whose independent contribution to the
reduction of the residual sums of squares at each step was statistically significant
at the .05 level of confidence.

The biasing variables in the sample of respondents were: the level of educational
aspirations (less than a bachelor's degree vs. bachelor's or higher degree), high
school grade average, level of father's education, and whether or not the student had
ever had an original work published while attending high school. These variables
defined a 7 x 4 x 2 x 2 four-way table into which the 36,405 respondents were sorted
and individual weights for each of the 112 cells were computed. However, in order to
obtain stable weights within all the cells of the tabulation, it was necessary to
collapse two of the categories: level of aspiration and publication or nonpublication
of original work.

The first results clearly show that high school grade average is monotonically
related to response bias. Although father's educational level is also obviously
related to the probability that a person will return a questionnaire, the relation-
ship is not monotonic.Students whose fathers are high school dropouts are less likely
than are other students, including those whose fathers have only a grammar school
education, to return a questionnaire. The pattern of weights otherwise conform to
logical, a priori expectations that the least able students from relatively less
educated families are not as likely to return a mailed questionnaire. These results
indicate that it is essential to obtain some estimate of response bias in mail surveys
and to adjust the data among the returns. A major obstacle to correctly interpreting
and generalizing from the results of any mail survey is failure to take into account
the degree of bias among respondents (Panos and Rice, 1967).

The marginal tabulations presented in this report are the result of applying the
product of an individual's weight and his institutional weight to his data vector.
Thus--to the extent possible given our sample and pool of items--the data reflect the
results that would have been obtained if (a) everyone had responded to our mailed
questionnaires (100 percent response rate), and if (b) our sample of institutions
was a simple stratified random sample drawn from the defined population of regionally
accredited four-year colleges and universities. The weighted descriptive data are
based on the responses from 30,506 students who returned the initial long form of our
questionnaire. The total weighted N was 622,413. Since everyone did not respond to
every item in the questionnaire, the N varies slightly from item to item.

Background Information

Fifty-six percent of the students in the population were men; 44 percent were
women. Slightly more than one-third of the Class of 1965 were married at the time
of the follow-up survey. Of these, 5 percent had been married before starting
college, over 58 percent while in college, and 36.3 percent after leaving college.
In addition, 38.5 percent of this group had one or more children. The data support
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the notion that marriage is a more likely outcome of going to college for women than
for men.

The students were asked to estimate their parents' current annual income and to
indicate both parents' educational level. Only 7.3 percent of the Class of 1965
reported that their parents' incomes were less than $4,000; more than twice as many
students said that their parents' incomes were over $19,000. The modal (21.4 percent)
interval reported was $7,000-$9,999. Almost half the students' fathers had received
at least some college training, and 42 percent of the mothers had continued their
formal education beyond the high school level.

Slightly more than 96 percent of the students reported their racial background
as Caucasian. Almost 3 percent indicated that they were Negro, 0.1 percent
American Indian, 0.4 percent Oriental, and 0.3 percent "other." The data on racial
background show that, in relation to the proportion of Negroes in the population
(about 12 percent), the American Negro is under-represented among the college-
trained-- particularly the Negro male: twice as many Negro girls as boys were members
of the Class of 1965.

Over two-thirds of the students indicated that they came from Protestant family
backgrounds, and 21.8 percent reported Roman Catholic backgrounds. Although only 2
percent checked "none" for their family religious background, 13.1 percent said that
they themselves have no religious preference at present. These data suggest a trend
among college students to reject the parents' religious beliefs, a tendency more
pronounced among boys than among girls; a similar trend has been observed in other
recent studies (Nichols and Astin, 1965; Astin, Panos, and Creager, 1966; Panos and
Astin, 1967a). These data support the notion that one result of college, at least
for some students, is a rejection of organized religion.

College Finances

Who pays for college expenses? How much money do college students earn from their
summer jobs? How much money does the Class of 1965 expect to earn after their class
has graduated? Items intended to shed some light on these questions were included
in our follow-up questionnaire.

More than 75 percent of the Class of 1965 indicated that 9 of the 12 items
listed were not a source of financial aid during their undergraduate years. As would
be expected, parents are by far the largest single source of financial aid to the
college student. Over 93 percent of the Class of 1965 reported that financial
"support from their parents" helped pay for some part of their college and living
expenses. The only other source of undergraduate financial support that a majority
of students reported was their own earnings;over 87 percent of the students helped
pay their own way. It would appear that the luxury of going to college--for the
Class of 1965--was a financial burden borne largely by the parents and the students.

Slightly more than 11 percent of the Class of 1965 earned $1,000 or more during
the summer of 1962 (at the end of their freshman year); more than twice as many
reported earning of $1,000 or more during the summer of 1965. Over one-third of
the students earned more than $600 in the summer of 1962, and 43.8 percent had
earnings of at least $600 during the summer of 1965. As would be expected, the boys
earn substantially more money than the girls; over half the boys earned $700 or more
in 1965, whereas only 17.3 percent of the girls earned at least that much. However,
the popular view that this earning power differential is attributable to discrim-
ination against women in the employment arena should be tempered by the recognition
that girls have a much easier financial go of it while in college than do the boys.
Furthermore, parents with limited resources may be less likely to send their daughters
to college. The notion that women who go to college come from relatively more
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affluent homes is supported by the data,which show that more boys than girls come
from the lower end of the socio-economic scale. Thus, women may have less need for
remunerative employment than do men.

The modal interval (34.4 percent) reported by the Class of 1965 as their antici-
pated 1966 average monthly incomes (before deductions) was $250-$499. As many as
5.1 percent expected to earn a monthly salary of $1,000 or more from their own work,
and more than twice as many expected to be earning at least $1,000 a month from their
total family income (not parental family) during 1966.

Undergraduate Employment Status

Students were asked also about the nature of the jobs they held both during the
academic year and during the summer. Ten percent of the Class of 1965 were employed
during the 1961-1962 academic year; of these, one-fifth reported that their jobs
were career-related. During the 1965-1966 academic year (the time of the follow-up),
three-fourths of the employed members of the Class of 1965 were doing career-related
work. During the summer of 1962, over 60 percent of the students were employed. Of
these, almost 20 percent reported that their jobs were career-related; however, during
the summer of 1965, almost one-half of those employed were working in career-related
jobs. These data indicate a trend over the college years toward vocationally oriented
employment among the working members of the Class of 1965. The possible effects that
the student's employment pattern during the college years has on his final career
choice seems an area worth investigating.

Student Housing

Although 64 percent of the students lived in a college dormitory during their
freshman year at college, only 24.5 percent were living in dormitories during the
academic year 1964-65. As would be expected, the decrease over the college years in
the percentage of students living in college housing is monotonic and apparently
linear. The only other category of housing which shows a similar (but positive) mono-
tonic trend over the years is the percentage of students living off campus in private
apartments. Somewhat surprisingly, the percentage of students living at home with
their parents increases immediately after the freshman year, but subsequently decreases.
Women are more likely to live in a college dormitory throughout the college years than
are men. The preceding observation lends support to the popular belief that in loco
parentis--as applied by college officials--perpetuates our society's double standard
with regard to differential treatment of the sexes.

Although more than twice as many boys as girls live off campus in a private apart-
ment during the freshman year, more boys than girls live at home with their parents
over the college years. Because the rules and regulations regarding student housing
are one part of the college environment that can be manipulated rather easily by
college and university officials, it would seem advisable that institutional research-
ers attempt to discover how these various housing arrangements affect the development
of the student.

Follow-up Outcomes

The preceding sections of this report have discussed some personal and back-
ground characteristics of the Class of 1965. The following sections present descript-
ive data concerned with the students' activities and college experiences, their
educational and vocational achievements, their attitudes toward college, and their
plans for the future.

Because the data are based on student self-reports, the question naturally arises,
to what extent do the results reflect inaccurate or deliberately distorted self-
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The College: Academic Year 1964-1965

In this section, we present some of the typical activities and achievements of
those members of the Class of 1965 who were enrolled as students during the academic
year 1964-65. Over 21 percent of the students were members of a national or local
social fraternity or sorority, and 25.4 percent were members of an honorary (subject
matter) fraternity . Eleven percent were members of a college choir, glee club, or
marching band, and 42 percent participated in extracurricular activities as members
of college or intramural athletic teams.

Students were also asked about their experiences during the academic year
1964-65. More than one-third of the Class of 1965 reported that they fell in love
during this period, and 19.8 percent said that they married. As many as 12 percent
indicated they changed their major field of study in 1964-65. Almost 13 percent of
the Class of 1965--more than twice as many boys as girls--reported that they had
flunked a course in their senior year. One-fourth of the members of the Class of
1965 were elected to a student office, over 14 percent wrote an article for their
school paper or magazine,8 percent played on a varsity athletic team, and 2.7 per-
cent had a lead in a college play.

The daily activities engaged in by 95 percent or more of both sexes were: asking
questions in class, going to the movies, checking out a book or journal from the
college library, discussing sex with friends, and studying in the library.

The College Image

The students who attended college during 1964-65 were asked to rate their insti-
tution with respect to their over-all satisfaction with it and with a number of speci-
fic aspects. Not surprisingly, the majority of students (83.7 percent) were satisfied
with their college; slightly more than 10 percent said they were "on the fence," and
only about 6 percent indicated that they were dissatisfied with their college.

Six percent of the students felt that there was too much social life on the campus,
and 22.1 percent that there was not enough. Although 36.6 percent reported that they
had not received enough advice and guidance from college faculty and staff, almost
80 percent said they had had just about the right amount of freedom in course selection.
Three-fourths of the students said that the amount of work required in their courses
was just about right; over 11 percent felt that the workload was not enough; and 13
percent that it was too much. Almost 40 percent of the Class of 1965 said that they
did not have enough personal contact with faculty during the 1964-65 academic year,
and 40.6 percent that there were not enough outlets for creative activities.

Over 50 percent of the students felt that there was much pressure to earn high
grades, that most of their fellow students were of a high calibre academically, that
there was keen competition among students for high grades, and that being in the
college built poise and maturity. The pressure to get high grades was felt more by
boys (54.7 percent) than by the girls (48.6 percent). Over one-third of the students
said that they felt "lost" when they first came to the campus, and almost as many
(30.8 percent) felt that most students on the campus were like "numbers in a book."
Over two-thirds of the students said that the labels "social," "practical," "warm,"
"realistic," and "liberal" were very descriptive of their college. Only 18.5 percent
thought that "intellectual" was very descriptive of the college atmosphere, and 15.5
percent said that it was not at all applicable.

The students who were in college during the academic year 1964-65 were asked to
describe a course (taken during the year) that was most closely related to their
primary field of interest. Over one-fourth of these courses had 14 or fewer students
in the class, 55.7 percent had fewer than 25 students in the class, and 32.4 percent
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descriptions?

Our starting point is the assumption that the subject is willing to co-operate;
that is, to be sincere and honest. The descriptive information presented here is
based chiefly on responses to questions of fact rather than questions of opinion.
Furthermore, the information requested is presumably known by the student and could,
in theory, be objectively verified by an independent observer. Therefore, it is
reasonable to suppose that an individual might deliberately give inaccurate infor-
mation only if the question arouses conflict and defense. The nature of the items
reported here, however, does not appear to invite faking--the items are not "content
threatening." Thus, it seems safe to infer that the results presented here represent,
for the most part, a reliable descriptive summary of the Class of 1965.

Persistence in College

How many get a terminal degree within the four years following their marticulation?
How many students drop out of or transfer from college during the undergraduate years?

We estimate that 65 percent of the students in the population had completed four or
more years of college at the time of the survey. Thus, over one-third of the Class of
1965 did not complete four academic years of college work within the four years
following matriculation. Slightly less than 60 percent of the students had achieved
a terminal degree; almost half the boys, though only 34.3 percent of the girls, held
no degree at the time of the study. More than 44 percent of the students in the
population had changed their college or dropped out of college since their matricu-
lation in 1961.

Of the students who changed institutions or dropped out of college for any period
of time since 1961, 16 percent reported they they were asked to leave their first
college because of unsatisfactory academic work, over 80 percent indicated that they
left voluntarily, and three percent admitted that they were forced to leave for
disciplinary reasons. Almost two-thirds of the students who left their college of
matriculation said that they would have left even if they had had greater financial
resources at their disposal;slightly more than 63 percent of these students attended
at least one other college since 1961. These data suggest that increased financial
aid may not be the panacea, as some have suggested, for solving the problem of
college student attrition.

That almost one-half of the students who left their first college indicated that
they were dissatisfied with the environment suggests that, although great amounts of
time and effort are expended annually by counselors, students, and parents in
determining the "right" college, much more needs to be learned about the complex
decision-process involved in selecting a college. Over 40 percent reported that
they dropped out of college because they had changed their career plans or wanted
time to reconsider their interests and vocational goals. Almost 30 percent of the
girls said that marriage was a major reason for their decision to leave college,
whereas only 7.8 percent of the boys reported marriage as a major factor in their
decision.

The factors are, to be sure, the student's ex post facto explanations about why
he dropped out of college, but they provide clues as to the types of items that
should be included as input or control variables in longitudinal institutional studies
of college student attrition. For example, items about the entering student's
marital plans, his anxieties about college finances, and his degree of confidence in
his expressed interests and career plans should be included in attrition studies to
provide a frame of reference in which the later behavior of the drop-out can be
viewed.
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had 30 or more class members. Almost half the teachers held the academic rank of
professor, and about one-third were assistant or associate professors. Although 18.4
percent of the instructors were women, only 5.6 percent of the male members of the
Class of 1965 had a female instructor in the course which they described in this
section of the questionnaire.

Educational Achievements and Aspirations

The modal (35.6 percent) over-all college grade average as reported by the Class
of 1965 was B- or C+. Over 12 percent had a B+ or better over-all grade average, and
21.7 percent had a C grade average. The modal (34 percent) grade average in the
major field of study was B. Less than 10 percent--and twice as many boys as girls- -
had a C over-all grade average in their major field of study.

In 1961, 57.6 percent of the Class of 1965 said that a bachelor's degree was the
highest level degree that they planned to obtain. In 1965, only 23.2 percent reported
the bachelor's degree as the highest academic degree they desired; 70 percent said they
hoped to achieve a postgraduate degree, and 25.6 percent of these students hoped to
reach the doctoral level.

. Although 32.2 percent of the students acknowledged that they were not sure when
they would obtain their highest degree, the data suggest that the Class of 1965 has
somewhat unrealistic aspirations. A similar trend was reported in a recent study by
Davis (1964), who found that more than three-fourths of a large sample of graduating
college seniors expressed an interest in pursuing postgraduate training. If these
data do imply such a trend in higher education, it would seem that the articulation
between undergraduate and graduate institutions be even more carefully planned and
evaluated than has been urged recently.

Discussion

The most readily available source of information about higher educational insti-
tutions is the student. Students are, in some respects, a captive audience: they have
become accustomed to being asked to fill out a variety of questionnaires, forms, tests,
inventories, booklets, and the like. The considerable interest that researchers and
administrators have in student data (probably regarded by the students themselves as
unnecessarily redundant) is easily understood. After all, most instructional processes
are designed to produce changes in the student's intellectual and character development.
Only by learning something about the student, and about how he changes during college,
can those responsible for structuring particular learning experiences discover what
their programs in fact accomplish. Information about the student is, in short, the
core of any institutional research program.

Meaningful information about the student is vital because it extends the fund of
knowledge necessary for rendering rational decisions. Administrative decision-making
involves a choice among desired educational objectives and among the alternative means
available for achieving these objectives. Therefore, it is important that the infor-
mation consulted by the decision maker be relevant to the educational goals he con-
siders desirable.

But the quality of available information can vary greatly. Furthermore, empirical
data that are purely descriptive do not explore causal relationships among the
variables represented, and it is the causal relationships that the administrator must
know if he is tc suit means to ends (Panos and Astin, 1967b). Although tabulations
of descriptive data may imply certain trends, they provide no way of ascertaining the
particular causal factors that account for the trends. For this reason, summary tab-
ulations of data are useful if they are regarded as purely descriptive and as a
possible source for ideas and hypotheses that can later be tested.
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Summary

The purpose of this report was to make available a summary report of some of the
results of a questionnaire survey, conducted in the summer of 1965, or 30,506 young
adults who were enrolled as freshmen at a national sample of accredited four-year
colleges and universities in the fall of 1961. The data presented were differentially
weighted to represent the defined population of the Class of 1965. This report gave
information concerning the backgrounds, personal characteristics, educational and
vocational achievements, activities, and current plans of the Class of 1965. Certain
implications of the data were discussed, but the primary purpose was to make these
descriptive data available. It is our hope that with the current emphasis on institu-
tional research, these data will be useful in suggesting ideas and hypotheses that can
be tested in the context of such research.
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MEASURING SOME EFFECTS OF A "BASIC IDEAS" PROGRAM

Joseph C. Heston
Director, Bureau of Institutional Research and Counseling

Albion College

Abstract:

Albion College is experimenting with a "Basic Ideas" program for liberal arts
freshmen and sophomore:, an interdisciplinary sequence of four semesters. This
report covers evaluation of the first year, comparing matched experimental and
control groups. The Basic Ideas group shows a significant gain on the Invent
of Beliefs. Both groups made gains, but not significant, on the Critical Thinking
Appraisal. The Basic Ideas group on the Educational Objfctives list decreased
vocational objectives and increased educational - cultural. objectives. The rate of
withdrawal from school by academically successful students was much greater for the
Control group.

The Basic Ideas Program:

This is a four-semester sequence: Man and Self, Man and His Natural Environment,
Man and His Social Environment, Man and His Values. It was planned and taught by a
committee from the following disciplines: philosophy, religion, economics, psychology,
biology, chemistry, mathematics, English, and speech. A primary goal was cultiva-
tion of the habit of mind to think critically about one's self, society, the natural
order, and values. Critical awareness of problems and methods of approach was
stressed, rather than a set of standard answers.

Class sections had ten students each to facilitate discussion and close inter-
change between faculty and students. Each teacher also served as the academic
counselor for his section enrollees, a device for further personal contact. Four-
teen different paperback books were used each semester as texts, roughly one per
week. Paper writing and criticism was emphasized.

The Matched Groups:

Enrollees were chosen from volunteers. The whole freshman class was informed of
the project by summer mailings. Two hundred fifty-eight of the 481 freshmen volun-
teered. Two matched groups of one hundred each were drawn up on the basis of sex,
SAT Verbal scores, and general area of probable academic major or vocational objec-
tive. These groups purposely included students from all ability levels and the
vocationally-undecided, as well as those with stated choices. Both the Experimental
(Basic Ideas) and Control group were thus stratified, representative samples of the
258 volunteers. None of the "t" values show significant differences between the
groups.

Evaluation Devices:

The following instruments were chosen to assess effects of the Basic Ideas pro-
gram. The A.C.E. Inventory of Beliefs (1), the Watson-Glaser Critical Thinking
Appraisal (4), and a modification of Lehmann and Dressel's Educational Objectives
(2 and 3). They were to be given three times: (a) at time of freshman entrance,
(b) start of sophomore year, and (c) end of sophomore year. At each administration
the tests were given to all members of the Fall 1965 freshman class, so students
were not aware there were experimental (Basic Ideas) and control groups.

This report covers the Fall 1965 testing and Fall 1966 (first) retesting. The

data shown here are only those who took the tests both times; this includes eighty-
eight of the Basic Ideas group, eighty-two of the Control group, and 247 Others.
Hence, this is an interim report, pending the May 1967 (final) retesting. Changes
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evidenced on each of the three tests are considered separately below.

The Inventory of Beliefs:

The total score means and standard deviations for the Inventory of Beliefs are
shown in Table 1. The Basic Ideas group made a fair gain, the Controls a slight
gain, and Others a small loss. These changes, seen in terms of college freshman
norms, are as follows:

Basic Ideas: 84 percentile to 88 percentile
Controls 78 percentile to 79 percentile
Others 76 percentile to 73 percentile

Variability decreased for the Basic Ideas group, but increased considerably for
the other two groups. We had more low scores on retest, which may be partially
attributed to a poor test-taking attitude seen in some of the sophomores.

Table 1. Basic Data For Inventory Of Beliefs
Test-Retest

Group N Time Tested Mean S.D. Correlation

88 Fall '65 74.330 15,102
Basic Ideas .689

88 Fall '66 77.330 13.528

82 Fall '65 71.024 12.087
Control .676

82 Fall '66 71.512 15.165

Fall '65 69.330 13.300
Others

247 Fall '66 68.559 15.646

The test manual reports test-retest scores for 2,546 students in thirteen colleges,
tested in September and then again in May. Their initial mean score was 60.30 and
the retest mean was 65.02. This gain is a bit more than ours, but our initial means
were considerably higher. This makes later gains more difficult! For two samples
the manual reports nine months test-retest correlations of .77 (N=77) and .73 (N=263).
These are similar to our .689 for the Basic Ideas group and .676 for the Controls.

The Watson-Glaser Test:

Table 2 shows the Watson-Glaser total score means and standard deviations. All
three groups showed some gain after one year of college. Two of the three, Basic
Ideas and Others, showedwed increase in variability on the retest.

The mean changes, expressed in college freshman norms, are as follows:

Basic Ideas: 80 percentile to 84 percentile
Controls 73 percentile to 80 percentile
Others 64 percentile to 67 percentile

The test-retest correlations (.593 for Basic Ideas and .649 for Control) are
considerably smaller than the odd-even split-half reliability coefficient of .85,
reported for college freshmen in the test manual. Our drop in reliability is cer-
tainly due in part to the full year's lapse between testings.
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Table 2. Basic Data for Watson-Glaser Test

Test-Retest
Group N Time Tested Mean S.D. Correlation

88 Fall '65 72.034 8.324
Basic Ideas .593

88 Fall '66 73.670 10.425

( 82 Fall '65 70.585 9.895
Control .649

1.82 Fall '66 72.122 8.759

Fall '65 68.530 9.360
Others

[281

247 Fall '66 69.340 10.469

Table 3 breaks the Watson-Glaser data down by its five subtests for the Basic
Ideas and Control groups. Both groups show small gains on the first four subtests,
with slight drops on the fifth (Evaluation of Arguments). The test manual offers no
norms for the separate subtests, since they are short and have rather low reliabili-
ties. Our test-retest correlations a-ze smaller than those quoted in the manual.

Table 3. Changes in Subtest Scores on Watson-Glaser Test

Group Subtest 1965 Test 1966 Retest
Test-Retest
Correlation

Basic Ideas (N=88)

1. Inference 11.48 12.24 .465
2. Recog. Assumptions 12.48 12.82 .321

3. Deductions 18.72 19.01 .507

4. Interpretation 18.34 18.77 .368
5. Eval. Arguments 11.02 10.93 .387

Control Group (N=82)

1. Inferences 11.44 11.85 .457
2. Recog. Assumptions 11.88 12.55 .339

3. Deduction 18.76 19.12 .599
4. Interpretation 17.90 18.18 .488

5. Eval. Arguments 10.61 10.41 .269

Significance of Observed Changes:

How significant are the test-retest changes shown in Tables 1, 2, and 3? We have
computed in Table 4 the °t" value for the significance of all differences between
groups and within groups. Table 4 shows more significant differences between groups
than for retests within a group. These differences were also more significant in
1966 than in 1965. And to a large extent, the Inventory of Beliefs showed more
significance between group differences than did the Watson-Glaser (4-G). The W-G
total scores (used in sections (a) and (b) ) show more dependable differences than
do the W-G subtest scores (c).

The Basic Ideas group was significantly higher than either Controi3 or Others on
the Inventory of Beliefs in 1965. The difference became more dependable (larger

"t's") on the retest. The gain on Inventory of Beliefs within the Basic Ideas group
from 1965 to 1966 was statistically significant at the .05 level and nearly large
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enough for the .01 level. We can be strongly sure the Basic Ideas group showed a
real gain on the Inventory of Beliefs, i.e., they rejected more misconceptions after
one year of college. Neither the Controls nor the Others gained enough on the
Inventory of Beliefs to be statistically significant.

Table 4. Significance of Mean Differences

"t" for W-GGroups Time Tested "t" for I.B.

a) Comparison between groups

B. I. vs. Control 1965 1.933 0.796

B. I. vs. Control 1966 2.838** 1.350

B. I. vs. Others 1965 3.425** 2.698**

B. I. vs. Others 1966 5.300** 3.902**

b) Comparison within group (retests)

Basic Ideas 1965vs.1966 2.473* 1.772

Control 1965vs.1966 0.390 1.766

Others 1965vs.1966 1.051 1.512

c) Comparison on W-G subtests

W-G subtest

Crest vs. Retest)

"t" for B.I. "t" for Control

1. 2.569* 1.378

2. 1.240 1.957*

3. 0.785 1.090

4. 1.056 0.833

5. 0.743 0.674

"t" needed for significance:

*

**

"t" > 1.96 for .05 level

"t" > 2.58 for .01 level

On the W-G test the Basic Ideas group was not superior to the Control group to a
statistically significant degree either in 1965 or in 1966, though "t" did increase
in 1966. The Basic Ideas group was definitely superior to the Others on the W-G
test both years, with "t" becoming larger in 1966. Section (b) shows none of the
three groups made a statistically significant change on W-G when retested in 1966,
although all did gain to some degree. The "t" values here suggest the observed
differences might arise about 10 per cent of the time due to chance factors.

Section (b) in Table 4, with its disparity in "t's" for the three groups in
Inventory of Beliefs test compared to the similarity of "t's" for the W-G test,
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suggests the Basic Ideas freshman year program did more to dispel misconceptions and
erroneous beliefs than it did to increase reasoning and critical thinking! The W-G
data indicate the total experience of one year in college increases critical think-
ing ability whether one takes the Basic Ideas program or not.

A supplementary analysis, not detailed here, was made of the Inventory of Beliefs
and W-G changes for the Basic Ideas group at three levels on SAT Verbal--under 500,
500-599, and 600 and higher. The gains on both tests were greater at the higher
verbal level, but the middle and lower verbal levels also showed definite gains.

Changes in Belief by Category Groupings:

In what areas of the Inventory of Beliefs does the Basic Ideas program seem to
bring more change than in the control group? To avoid item-by-item details we
arbitrarily grouped the 120 Inventory of Beliefs items into the eleven categories
shown in Table 5. The number of items per category is shown in parentheses; they
average eleven items per category. For each of our three groups we computed the
average per cent of "correct" answers per each category in 1965 and again in 1966.
For example, the Basic Ideas group in 1965 had 79.94 per cent correct answers in
"Prejudices" items and 81.41 per cent in 1966, a gain of 1.47 per cent. This means
they had fewer "prejudices" after a year in college.

Reference to the bottom of Table 5 shows the Basic Ideas group gained on more
categories than it lost, five to two. The other two groups gained on fewer catego-
ries than they lost. Most of the gains or losses are not large, but since each is
based on comparing two means, the differences are more stable than if one compared
single item percentages.

Thus, the Basic Ideas group showed improvement in the areas of prejudice, culture
and arts, sex and morality, God and religion, and family life. The Controls and
Others likewise showed improvement in the areas of sex and morality, God and reli-
gion, and family life--but their gains were noticeably less than shown by the Basic
Ideas group. Without testing statistical significance item by item, one cannot be
certain of conclusions here. However, it seems safe to guess the larger Basic Ideas
gains on these three categories indicate the Basic Ideas program has had greater
impact here.

All three groups lost some on government and politics, business, and egocentrism.
The last category may be interpreted that the retest found them more independent and
feeling one's needs to serve himself.

Changes in Educational Objectives:

A detailed report on the characteristics and scoring of this Educational Objec-
tives questionnaire was given at the 1966 AIR Forum (2). Therefore, the items are
not reproduced here. The score used for each item was the frequency of the "No. 1"
answers ("Very Important") given by each group. Test-retest correlations were .929
and .957 for the Basic Ideas and Control groups, showing very high consistency in
the relative scores for each item from one year to the next.

Table 6 has been prepared to show what item changes might be significant. The
letters and digits indicate the comparison made, e.g. B5:C5 means Basic Ideas 1965
vs. Control 1965. The chi square value is used to check the null hypothesis for each
of the 120 comparisons. A chi square of 3.84 or larger is needed here to reject the
assumption of no difference at the .05 level. For the significant differences, the
comments which follow indicate the direction of the difference.
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Table 6. Chi Square Values -- Comparisons on "30 Objectives"

(Based on Number of "1" Answers per Item)

Objective

Between Groups Between Times
B5:C5 B6:C6 B5:B6 C5:C6

1. 4.50* 0.12 1.48 1.56
2. 0.05 0.05 0.00 0.00
3. 0.18 0.02 0.09 0.00
4. 3.78 0.18 0.10 1.49

5. 2.43 0.51 2.76 0.40
6. 0.73 0.66 2.14 0.05
7. 0.04 4.89* 0.63 1.54

8. 0.57 0.40 0.11 1.09
9. 0.00 0.10 0.57 1.20

10. 0.51 0.00 0.02 0.63
11. 1.24 0.03 0.62 0.03
12. 0.32 ?.56 1.12 4.15*
13. 0.00 0.71 0.10 0.23
14. 0.02 0.01 0.03 0.04
15. 5.39* 0.18 1.45 0.51
16. 0.03 0.44 0.02 0.39
17. 0.96 0.42 2.42 1.39
18. 1.20 0.00 0.61 0.11
19. 3.29 5.23* 0.00 0.22
20. 0.45 0.03 0.28 0.00
21. 0.94 0.02 2.81 0.64
22. 1.33 0.00 0.10 0.64
23. 0.47 0.04 1.03 2.12
24. 0.47 0.72 0.00 0.03
25. 0.60 2.30 7.98** 0.26
26. 0.00 1.16 2.35 0.14
27. 1.63 1.73 3.93* 0.40
28. 2.45 0.65 0.83 2.63
29. 0.39 0.05 1.53 0.65
30. 2.77 0.60 6.21* 2.38

For 1 d.f.:

P.10 = 2.71

* P.05 = 3.84
** P.01 = 6.64

In the first two columns, comparison between groups, there are four significant
differences for these items:

1. To master classification of knowledge in a field.
15. To habitually apply scientific thought to discovery of facts.
7. To recognize the fact of world interdependence.

19. To understand one's physical and social environment.

Items 1 and 15 favor the Control 65 over Basic Ideas 65, indicating a more "applied"
or "practical" reason to seek knowledge on the part of the Controls. Items 7 and 19

favor Basic Ideas 66 over Control 66, showing the Basic Ideas group gaining on Item
7 and increasing their "lead" over the Controls on Item 19.
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Perhaps for this report, column three of Table 9 is most germane for the Basic
Ideas group. This column shows for the freshman year a very significant change
(decline) on Item 25 and significant gains on Items 27 and 30. These items are:

25. To develop ability to do significant independent research.
27. To develop a philosophy of life adequate for the twentieth

century.
30. To become more critical of one's self, one's values, and

one's world.

For the Control group only one item shows significant change over the year

1965-66. Item 12 shows a significant decline; it reads:

12. To understand other cultures and people.

Incidentally, the Basic Ideas group declined, too, but not significantly. Why

should liberal arts education reduce this objective in both groups? Do they simply

recognize our campus affords little direct opportunity for this?

Retention in School:

Is participation in the Basic Ideas program associated with a differential rate
of retention in school? Seven of the Basic Ideas group did not return to campus for
the sophomore year; fourteen of the Control group failed to return. Table 7 shows

the reasons for withdrawal.

Since the Control group had so many "voluntary" withdrawals, it seemed useful to
see what caliber of students were thus lost. Table 8 compares the voluntary with-

drawals from each group with the returning members. The Control group lost many more
students, and its attrition was among its best members, both in ability and academic
success. Can we infer the Basic Ideas program was an influential factor in reducing
voluntary withdrawals and avoiding similar attrition among its most capable students?

Table 7. Reasons for Withdrawal

Reason Basic Ideas

Voluntary
Academic grades
Medical
Personal

Total

3

3

1

0

7

Control

11

1

1

1

14

Table 8. Comparison of Voluntary Withdrawals vs. Returning Members

Group Mean Score

Basic Ideas
SAT Verbal
SAT Math
Freshman year GPA

Control
SAT Verbal

SAT Math
Freshman year GPA

100

Voluntary
Withdrawals

(N=3)

579
653

2.65

(N=11)
578

584
2.97

Returning
fahomores

(N=91)

571
588
2.70

(N=82)

563

569
2.66
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Student Opinion:

A very simple questionnaire was given the sophomore Basic Ideas students in
December 1966. Their replies, shown in Table 9 show a strongly favorable attitude
toward the program. We feel the consumers have endorsed our product!

Table 9. Questionnaire Replies from. Basic Ideas Students, December 1966

(Entries are in pa cent)

1. Has the Basic Ideas program contributed in a
significant way to your education thus far?

2. Should the Basic Ideas program be continued?

3. If continued, should it be required of all
students?

4. If contlnued, should it keep the same format?

5. Compared to other courses, how much time
do you spend on Basic Ideas?

GPA Prediction:

Yes. 90.3

No. 6.2

Undecided. 3.5

Yes. 100.0
No. 0.0

Undecided. 0.0

Yes. 14.3
No. 84.8

Undecided. 0.9

Yes. 51.3

No. 43.4
Undecided. 5.3

Significantly more 22.8
Slightly more 45.7
No difference 25.7

Less 5.7

As a supplement or by-product of this study, we examined these test data to
determine their value in prediction of Grade Point Average (GPA) for the full fresh-
man year at Albion College for all freshmen. Table 10 gives this information
separately for 230 men and 230 women. Five separate predictors were used. The
best of 'these were then tried in three possible combinations for multiple R's.
High school rank, as might be expected, was the best single predictor. The Watson-
Glaser test edged out SAT Verbal for second best predictor. The best combination
of three predictors was high school rank, Watson-Glaser, and SAT Verbal.

Table 10. Prediction Data for Year I GPA

Men Women

a) First-order r's

(N=230) (N=230)

Predictor
HSR High school rank .426 .545

V SAT Verbal .350 .332

M SAT Math .297 .292

W-G Watson-Glaser .357 .423

b)

I.B. Inventory of Beliefs

Multiple r's

.172 .070

Predictor combination

HCR, V, M .533 .584

HCR, W-G, I.B. .511 .609

HCR, W-G, V .542 .612

101



104

References

Committee on Measurement and Evaluation. Instructor's Manual for Inventory of
Beliefs. American Council on Education, 1953.

Heston, J. C. Educational objectives of liberal arts students, in Research on
academic input. Association for Institutional Research, 1966.

Lehmann, I. J. and Dressel, P. L. Critical thinking, attitudes, anC values in
higher education, Michigan State University, 1962.

Watson, G. and Glaser, E. M. Manual for Critical Thinking Appraisal. Harcourt,
Brace and World, 1964.

102
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ITS STABILITY, CHANGE AND CORRELATES AT THIRTEEN SMALL COLLEGES

James V. McDowell, Research Associate
Project on Student Development

103

The Project on Student Development in Small Colleges is conducting a study at
thirteen colleges of those students who entered as freshmen in the fall of 1965.
Its purposes are to describe change in students as this occurs within a group of
quite diverse colleges, and to study factors relevant to students' dropping out of
or continuing in college.

During the first year of the Project, 1965-66, entering freshmen on all thir-
teen campuses were given a uniform battery of questionnaires and tests within the
first week of their arrival. This procedure normally applied to the entire group
of entering freshmen on a given campus, though there were some exceptions due to
unforeseen events. The following spring a random sample of approximately 25 per
cent of the same students was again administered most of the same test battery.
Currently we are analyzing and reporting to the administrators and faculties of the
participating colleges data from these two freshman test batteries. Also we are
gathering furtner data this spring from a sample of the same students near the end
of their second year of college.

The purpose of this report is to describe findings of the first year bearing
upon student orientation toward college as this is assessed through a question-
naire technique based on the fourfold typology conceived by Clark and Trow (1966).
Following a brief description of the technique, we shall consider these questions:

a) What degrees of stability and of change in role orientations of the stu-
dents occur between the fall and the spring testing of identical individ-
uals?

b) What cross-sectional relationships exist between role orientation data
and data from other instruments, viz., the College and University Environ-
ment Scale (CUES) and the Omnibus Personality Inventory (OPI)?

c) As students modify their role orientations, in what ways are these changes
related to data from the CUES and the OPI?

The Role Orientation Instrument

Clark and Trow (1966, p. 19) have described four "orientations toward a college
education which are represented on American campuses and which may be in competition
on any one campus." Identifying these as the Vocational, the Academic, the Col-
legiate, and the Nonconformist, they find them likely to flourish in a variety of
mixed forms on any given campus and expect the individual student typically to
participate in several of them, though usually finding his dominant orientation
embodied in one.

The Clark-Trow typology questionnaire item consists of four paragraphs, each
of which states a "philosophy of higher education" by describing what general goals
are to be emphasized in college, what activities typically go with this view, what
attitudes and involvements are typical of it. The student is asked to rank the
statements in the order of their "closeness to your own philosophy of higher edu-
cation" (Educational Testing Service, 1965). The student's "typology" is defined
according to which of the four "philosophies" he selects as his first choice. In
this questionnaire application of the concept, as Peterson (1965) notes, the intent
is to describe not subcultures but the orientations of students toward higher edu-
cation. It is concerned then, with students' motives and frameworks of thinking
vis-a-vis the college environment in which they live. It is a broad characteriza-
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tion of the student stance, or role orientation, as the student himself reports
it within the terms set by the item.

The principal research to the present on this instrument has been done by
Peterson (1965). Through examining the relationship of typology responses to com-
panion items in the College Student Questionnaire (Educational Testing Service, 1965),
he established their substantial validity at the level of group data from a large
,ample of entering students at twenty-three American institutions of higher learning.
Relationships consistent with the intent of the typology were found over a broad
scope of topics, including intended major field, interest in extracurricular activ-
ities, preference for certain curricular and instructional policies, demographic
factors, religious preference, attitudes toward parents and peers, and cultural
sophistication. The instrument thus is one of wide relevance but of marked brevity,
dealing with the student's motivational orientation to college.

In the present study, typology responses of 1988 students were obtained 'n the
fall testing session, of whom 1147 were men and 841 were women. The spring 8am-
ple made available responses of 460 students on the two occasions, 229 men and 23'
women.

The distribution of responses from this sample as compared with preliminary
comparative data on entering freshmen students at twenty-three American institu-
tions of higher learning (Educational Testing Service, 1965b) appears in Table 1.
The figures for Project subjects are exclusive of 10 per cent of the group, (not
included in the figures aoove) whose fall responses were incomplete or otherwise
defective.

Table 1. Percentage Distributions of Typology Responses

Group Vocational Academic Collegiate Non-conformist
ETS Sample 27 19 51 4
Project Sample, fall 26 26 40 8

Project Sample, spring 25 21 44 9

Preponderance of Collegiate orientations occurs in each group, somewhat less in
the Project group than in the ETS sample. Nonconformists, the least frequent orien-
tation in each group, occur twice as often in the Project group as in the ETS sample.
The Project group showed a moderate shift toward Collegiate orientation between fall
and spring, principally at the expense of the Academic Orientation.

Stability of Fall Typology Choice

To what extent do freshman students change their mind's about first choice of
"philosophy of education" between fall and spring? Comparison of the responses of
identical individuals in the two testing sessions shows that slightly over half
repeated the same choice in the spring, the others changing to some other first
choice (Table 2). Fall choices in th.. Collegiate category were more likely to be
retained than in other typologies, followed in order of stability by fall choices
of Nonconformist. For choices of second, third and fourth ranking of orientations,
fall-to-spring stability held in 45 per cent of the cases for men and 46 per cent
for women.

Table 2. Per Cent Same Typology, Fall and Spring

Vocational Academic Collegiate Non-conformist Total.
Males 47 51 61 58 54
Females 35 30 71 42 51

Totals 41 41 66 50 53
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Individual choices, in summation, show a moderate degree of stability through
the freshman year, but also a substantial amount of shifting; and first choices
show greater stability than the three later choices.

CUES and Role Orientation

The College and University Environment Scale (Pace, 1963) produces scores
summarizing the student's perception of his college environment in terms of five
variables, designated as Practicality, Community, Awareness, Propriety, and
Scholarship. CUES scores for the Project colleges were available through responses
of groups of 100 students on each campus, selected randomly within all four under-
graduate classes, in the spring of 1966. Average CUES scores for each college were
correlated with the per cent of students of each sex for each role orientation as
expressed by entering freshmen in the fall (Table 3). The resulting coefficients
seemed to run generally in patterns consistent with expectation, assuming that en-
tering students had fairly accurate conceptions of the atmosphere of the respective
institutions which they had chosen to attend. For example, the Vo-ational orien-
tation, essentially practical rather than cultural, shows a negative relationship
with Awareness -- a high score on the latter implying a high institutional value
upon esthetic, philosophical and poetic interests.

Table 3. Correlations of Average CUES Scores
with Per Cent of Each Typology, Entering Freshmen*+

Typology
(% 1st choice Practicality Community Awareness Propriety Scholarship

Vocational M .71 .04 -.58 .60 -.24
F .73 .23 -.59 .61 -.34

Academic M -.86 -.21 .50 -.64 .21

F -.71 -.25 .49 -.48 .36

Collegiate M .23 .42 .13 .36 .32

F .32 .56 -.08 .41 .05

Non-conformist M -.73 -.23 .44 -.62 .04

F -.62 -.32 .38 -.53 .06

*12 institutions for men, 13 for women.
+z-conversion values of r for samples of 12 cases take the following levels of
significance (Guilford, 1950, p. 212):

.49 .10

.58 .05

.71 .01

A limitation of these data is the small number of observations involved.
Simultaneously, the level of consistency between scores of males and females en-
courages confidence in a moderate level of stability of the coefficients for such
a collection of colleges as this.
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Since a student's role orientation implies a stance having distinct motivational
attitudinal qualities, one would reasonably expect systematic relationships between
it and measures of personality bearing on cognate variables. Anproaching this point
empirically, the question was reasoned whether students expressing different role
orientations would exhibit appreciably different patterns of scores on at least some
of the fourteen scales of a broad scope personality instrument, the Omnibus Personality
Inventory (Center for the Study of Higher Education, 1963). Average OPI scores of
female students choosing each typology are presented in Graph I.

Appreciable differences in average personality scores for students of different
typologies are clearly present. (Differences of two points are significant at the
.05 confidence level among pairs of means not involving Non-conformist orientation.
When Non-conformist means are involved, differences of three points are significant
at the .05 level.) The trend of these differences may be seen in relation to the
general content of OPI scales -- the four on the far 1 ft concerned essentially with
intellectual processes; the next three with self-expression and religious orientation
(high score indicating relative liberalism); the following to the right, with social
relations and adjustment. For Practical Outlook, at the extreme right, high scores
imply valuing material possessions, immediate utility, authoritarianism, and practical
rather than theor, ical interests. Non-conformists, as one extreme, thus tend to
score high in int lectual, esthetic, impulsive, self-expressive, theoretical in-
clinations, but relatively low in social outreach and personal adjustment. Vocation-
alists, at the other extreme, follow precisely opposite trends on at least eleven
of the fourteen variables -- though on some variables the distance between extremes
is little. Academic and Collegiate subjects score at intermediate positions as
a rule, and with notable consistency of ranking.

For male subjects (data not presented) the general pattern of results was the
same, though the differences in scores among categories other than Non-conformist
were less evenly spaced.

These observations may be compared with the summary sketches of the four typologies
constructed by Peterson (1965) in the light of his study of College Student Question-
naire responses of students choosing the different typologies. In their bearing on
student personality, his descriptive comments were these:

Vocational Type: "His preference is to ingest passively rather than to ex-
plore or examine critically....He is apolitical and culturally plebeian."

Academic Type: "...a genuine proclivity to explore, explain, and understand
for the sake of understanding...his approach to learning is active, in-
dependent, and individualistic. He is skeptical of authority. He is
introverted yet not disassociated. He is politically liberal and cul-
turally aware."

Collegiate Type: "The collegiate female is distinguished by her essential
femininity by her overriding preoccupation with marriage and motherhood.
For the collegiate type the important rewards are of an interpersonal
nature...His characteristic approach to learning is at best passive and
at worst chicane...He seldom is critical of authority (and)...is and
aggressive extrovert. He prefers the forms of the popular culture
over more serious idioms."

Non-conformist Type: "(He)...is a seeker...(and) also a rejecter and a derider.
Capable of genuine response to serious artistic statement, he is contemptuous
of popular culture...(He) regaras the classroom as yet another possible
source of personally meaningful experience, ideas, and forms of expression
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....In general he is alienated from the larger society, the 'system,'
which considers him a misfit."

On the whole the profiles appear strongly consistent with Peterson's report,
with the possible sole exception that Collegiate women are not appreciably outstand-
ing in femininity (low Masculinity-Femininity score).

This finding of distinctive personality profiles for individuals of the various
role orientations drawn from a multiple-college sample leads to the further question
of whether role orientation may be a way of selecting individuals of reasonably homo-
geneous personality from different campuses. To explore this, colleges of distinctly
different environment (as known from CUES profiles and a variety of other data available
to the Project) were selected, the two criteria of selection being diversity of atmo-
sphere and reasonably large numbers of students of a given role orientation and sex.
Average scores of "Academic" men from three schools are presented in Table 4.

Table 4. OPI mean scores of Academic men from three selected colleges

TI TO ES CO AU RO IE SE PI AL AM MF RB PO
College A (n=17) 47 43 44 46 46 38 44 47 50 48 51 52 46 53
College B (n=32) 54 57 50 54 57 55 52 47 53 53 50 55 52 43
College C (n=45) 56 54 55 58 60 60 58 45 50 48 48 53 48 43

While there are variables in which differences among the three colleges are slight
(e.g., SE, MF), there are more in which clearly significant differences occur (most
dramatically, in RO--standard deviations average around 9 for the different variables
and samples, and exceed 10 in only three of the 42 instances involved.) Data for the
other typologies and for the other sex show fairly similar dispersions of OPI scores
of students of similar typologies on campuses selected for contrast. The typology
instrument thus is not a feasible means of selecting students homogeneous in personality
from widely different student groups.

Correlates of Change of Typology

Typology Change vs. College and University Environment Scale.

If college environments have distinctive impacts on students, we would expect
that role orientations alight change through the freshman year in some systematic re-
lationship to CUES scores of the colleges. This relationship was examined through
the correlation of two sets of variables: the average CUES score of each college,
and the per cent of increase or decrease from fall to spring in first choices of a
given role orientation by identical groups of students on each campus. The coefficients
obtained appear in Table 5.

Table 5. Correlation
scores*

Typology

Coefficients, per cent change in typology vs. CUES Average

Practicality Community Awareness Propriety Scholarship
Vocational M .12 -.76 -.40 -.09 -.55

F -.03 -.60 -.34 -.21 -.44
Academic M .41 .22 .10 .02 .10

F .55 .10 -.36 .36 -.07

Collegiate M .04 .07 -.02 .40 .09

F .34 .26 .12 .55 .30

Non-conformist M -.49 -.38 .12 -.57 .02

F -.80 -.27 .44 -.61 .08

*12 Colleges for each sex.

1
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General consistency in the correlational patterns of the two sexes again is
present. Some of the stronger relationships in evidence are:

CUES Scale Role Orientation Direction
Practicality Non-conformist Negative
Community Vocational Negative
Propriety Non-conformist Negative
Scholarship Vocational Negative

These relationships seem sufficient to justify more specifically focused re-
search on the hypothesis that role orientations are influenced by the environmental
forces suggested by the CUES scales involved. An attractive question, for example,
is why d negative relationship occurs between the Community environmental influence
and change toward Vocational orientation. Does a relative lack of warm social re-
lationships on campus incline the student to focus more toward tangible future goals?
And will a similar relationship hold for the upper-class years, when warm relation-
ships on a co-ed campus might tend to encourage vocationally-oriented thinking?

Typology Change vs. Omnibus Personality Inventory

As indicated above, there is a tangible consistency between personality and
role orientation at the time of entering college. Hence, it would be reasonable
to assume that those students who changed to any given orientation did so in part
because the orientation to which they changed was, in their several colleges, tem-
peramentally more congenial to them than the one with which they entered. In such

case we would expect that the fall OPI scores of those individuals who later changed
to a given orientation would be distinguishable from those of individuals who changed
to other orientations -- and that each group of changers would tend to resemble, in
OPI patterns, the group of those who expressed a corresponding choice of orientation
at the time of entering college.

Graph II displays the August fall OPI profiles of students who changed first
choices of orientation in the spring to the ones indicated. Similarities to the
basic fall profiles are readily observable. The same tendency for Non-conformist to
range high toward the left of the profile, then to become lowest, is again apparent,
while the other types show considerable consistency with profiles of the corresponding
fall typologies. A number of significant differences among means are present, the
difference required for significant at the .05 confidence level ranging from four to
seven points and averaging about five points. The corresponding female data are
roughly similar, though showing greater divergence of Non-conformism from the other
orientations and less divergence among the latter three.

Conclusion

The findings of this study add to earlier evidence on the usefulness of the
role-orientation questionnaire item as a means of studying college student groups.
Typology responses show coherent relationships with CUES and OPI in cross-sectional
data, in some cases easily according with expectation, in other cases calling atten-
tion to relationships meriting more intensive probing. Even with rather small numbers
of observations, they are sensitive enough to show statistically reliable relationships
between their changes during the first year of college and measures of environmental
and personality variables. The small time required for administering the role orienta-
tion item and the relative ease of communicating data from it are additional advantages.
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THE INVOLVEMENT OF CURRICULA IN STUDENT COURSE CHANGES

Bernard B. Hoffman
Associate Director, Institutional Research

Syracuse University

At the beginning of each college term in the United States, over a quarter of
the student body change one or more courses within a week or ten days following
registration. This paper is a critique of the findings of a multi-institutional
study which explored the reasons for this phenomena and in particular, the in-
volvement of curricula. In accomplishing this task, we touched some ninety other
colleges and universities with enrollments of over one-sixth of the nation's
college students. The magnitude of this problem, which in some institutions is
referred to as the "second registration," can be given the following dimensions.
In one western college it was found that over 70 per cent of the student body
was involved in changing some 25,000 course enrollments last spring. In another
institution in New York State, less than 1 per cent of the student body was
involved. This paper will explore the following areas: (1) why students change
courses and (2) why "student originally selected course" later dropped.

Before beginning our discussion, a brief look at our sample and method is
desirable. This study began with a pilot study at Syracuse University in the
fall of 1965. At this time, we tested our questions and attempted to identify
areas for future research. Perhaps the single most important discovery in
Phase I of the study was the identification of the drop as the triggering behavior
for over 90 per cent of the courses added. As a result of this finding, Phase II
and Phase III of the national study were oriented toward dropping behavior. A
brief look at the questionnaires used in these studies indicates that they ask the
expected questions: what class standing, sex, college and major, full-time and
part-time status, time of registration, alternative course selections, the depart-
ment, course and major area in which course is being dropped, first time or
repeated experience in schedule changing, and last, two unstructured response
questions: why "student originally selected course" dropped, and why the student

is dropping the course. It was these two latter questions which provided the most
rewarding data and, in effect, answered the question, "Why Do Students Drop
Courses?".

The sixteen categories which were identified by the unstructured responses
were later combined into a twelve-category, forced-selection questionnaire with
one escape, "other reasons," which was used in the final phase of our national
study. The accuracy of the categories evolving from the unstructured responses
is indicated by the fact that 87.8 per cent of the students who responded from
some ninety institutions found one of the twelve categories to reflect satisfac-
torily their reasons for dropping a course.

A brief look at our sample taken in terms of population reveals: 30 per cent was
drawn from the East and Middle-Atlantic, 33 per cent from the Central States,
18 per cent from the South, and 19 per cent from the West and Far-West. The
number of students enrolled in the participating institutions at the last tabula-
tion was 938,000. Over 5,000 samples were taken from this universe over the
two-year period of this study. (Smith and Hoffman's "Registration Roulette"
provides detailed related material and has one section devoted to the local appli-
cation of techniques of identification, measurement and evaluation of schedule-
changing problems on the local campus level, which should prove of considerable
value to the university or college facing a sizeable problem in this area.)

Why do students drop courses? Actually, the question should be not only "why"
do students drop courses, but "who" are these students who drop courses. To
answer the latter question we determined on a per capita basis, with a sample

1



114

of 1848, that it was the freshmen who accounted for approximately 29 per cent,
sophomores 24 per cent, juniors and seniors about equally at 21 per cent, and
the graduate students about 4 per cent of the adding and dropping phenomena.
Comparing graduates and undergraduates, the per capita rate of changing indicated
that the undergraduate had roughly twice that of the graduate student. In terms
of course enrollment, (at Syracuse University only), this raised the graduates'
portion by approximately 20 per cent but left the undergraduate dominance of
schedule-changing clearly evident. In terms of per capita changing on the basis
of sex, we found that the female enrollment of the institutions sampled was
36 per cent. However, they accounted for 41 per cent of the sample which indicates
a somewhat higher schedule-changing rate by our female students.

In terms of rank order, the reasons for dropping courses were as follows:
Curriculum load too great, 12.6 per cent; Misinformed (source unidentified),
12.2 per cent; Seeking an easier course (Mickey Mouse type), 12.0 per cent;
Mechanical conflict (hours and days), 11.5 per cent; Academic difficulty, 9.5
per cent; Poor Instructor or course, 7.4 per cent; Catalogue description, 6.8
per cent; Non-academic difficulties, 6.3 per cent; No response, 5.2 per cent;
Questionable credit value, 3.6 per cent; Section changes, 3.5 per cent; College
or Major requirements, 3.0 per cent; Will take course later, 2.4 per cent;
Instructor advised drop, 1.8 per cent; Student changed major, 1.3 per cent; and
Misadvised, 0.9 per cent. These were the categories resulting in the tabulation
of the unstructured responses, and under each one, there are several sub-categories
which would put the category in much sharper perspective. Basically, these are the
responses of the students in their own words which account for the inclusion of the
unresponsive answer, "Will take course later," which occurred 2.4 per cent of the
time.

In summary, freshmen and graduate students were found to dominate the responses
of Load too great and Academic difficulty. In this latter response, over 22 per
cent of all freshmen and 20 per cent of all graduates responded that they were in
academic difficulty, and this was the reason for their schedule-changing. The
seniors at our colleges and universities appear most frequently the victims of
misinformation and omissions in the catalogue. In addition, they are most frequently
found changing schedules due to mechanical conflicts, due primarily to the hours and
days of course offerings. Over 55 per cent of all graduate student responses identi-
fied the poor instructor or course as the reason for their schedule-changing behavior.
,In addition, upper-division undergraduates in their major areas frequently gave a
similar response. Male students, in general, dominated the categories of Academic
difficulty, Non-academic difficulty (referring primarily to part-time employment),
and No response, accounting for over 70 per cent in each of these groupings. The

female students were found most frequently related to areas of Misinformation, of
Catalogue description, of Misadvising, and Instructor Advised drops. Furthermore,
the female student dominated the categories of .Changes in Majors and Section Changes.
Courses dropped in non-major areas, as we would expect, are found highly related to
Academic Difficulty. Courses dropped in students' major areas, as we have already
indicated, were associated with Poor instructor or course and Instructor advised
drop.

The reasons for selecting courses later dropped were as follows: Requirements,
44.3 per cent; No response, 19.2 per cent; Enjoyment, curiosity or self-improvement,
10.2 per cent; Catalogue description, 8.7 per cent; Part of a sequence, 8.2 per cent;
Advisor's suggestion, 3.8 per cent; Mickey Mouse characteristics, 3.8 per cent;
Hearsay, 2.1 per cent. We observe that the required courses were most frequently
associated with the freshmen and graduate students, and male students in general.
The reasons for dropping required courses were dominated by Changes in majors, as
expected, Questionable credit value, Misinformation, Load too great, and Academic
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difficulty. Courses selected for Personal Enjoyment, Self-Improvement were most
characteristic of the senior year and least among freshmen and graduate students.
Reasons given for dropping these courses were to Find an easier course because of
Poor Instructor, Part-time employment, and College or Major requirements. Courses
selected because of their Catalogue description were most frequently made by
seniors and female students and were later dropped to Seek easier courses, or due
to Poor Instructor or course. Courses in a sequence were found to be dropped
because of Misinformation and Academic difficulty. It was discovered that courses
selected at the Advisor's suggestion were frequently dropped due to Errors in the
Catalogue, which indicates both student and advisor had been misled. Courses
selected due to their Mickey Mouse characteristics were most typical of the senior
and graduate student and occurred twice as frequently among the male students. The
primary reason for dropping Mickey Mouse courses was attributed to Misinformation
and Instructor advised. As a sidelight, the Instructor advised drops were found to
be most associated with these students seeking Mickey Mouse courses, but also asso-
ciated with the student who took a course out of curiosity, enjoyment, or self-
improvement. Finally, selections which were based on hearsay from fellow students
were found to be most characteristic of the senior year and most frequently dropped
for a number of reasons: Load too great, Poor Instructor, College or Major require-
ments, Will Take course later, or Instructor advised.

Summarizing our findings and drawing our data from the departmental and course
analysis, we are able to generalize broadly why students drop courses. There were
definite indications of curriculum involvement by way of required courses and
courses in sequence which were producing a disproportionate level of academic
difficulty. In addition, there were indications that some subjects were not ade-
quately matched to the high-school achievement of freshman students, and thus
producing academic problems. These are serious matters involving the student's
adjustment and survival which should be rectified in the counseling and testing
area prior to registration. At Syracuse University, an effort was made in this
direction by the Romance Language Department, specifically Spanish, resulting in a
reduction of over 60 per cent of the schedule-changing. This is just one example of
what can be done.

Another generalization involves mechanical conflicts, which is a major reaso-,
for student schedule-changing. The departmental involvement clearly indicates
considerable variation in the performance of scheduling in the various departments.
This matter can become so serious, in fact, that it can invalidate a priority
system of registration as a result of an overflow of course offerings during the
prime hours of the day and week.

A final area of generalization involves the area of communication about our
curriculum. We discover that catalogue selection was clearly linked to catalogue
and advising errors. Hearsay from fellow students frequently proved unreliable.
Data not appearing in our catalogue, of course, about poor instructors and poor
course offerings, were a major cause of dropping behavior among graduate students
and undergraduates in their major areas.

Finally, we wish to note once more the natural tendencies of registrars and
scheduling officers to bewail the adds and drops and blame the student who often
appears to be playing a game of "musical chairs," seeking Mickey Mouse courses,
and avoiding normal levels of academic performance. This report recognizes that
there are many such students on our campuses, but they appear to be a small minor-
ity of about 12 per cent. This minority suggests that much of the answer as to
why students change courses represents an honest disappointment in our means of
communication about curriculum, the matching of student achievement to course
level, the mechanics of scheduling, or the more serious alienation from instructors
and the curriculum itself.
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DIFFERENTIAL FAILURE RATES IN COLLEGE: IMPLICIT EDUCATIONAL CONCEPTS
(A preliminary analysis)

Dr. Charles Bahn, Acting Director
Miss Mary Cox - Mrs. Dorothy Lee

Office of Institutional Research Services
The City College of the City University of New York

The Question of the Meaning of Grades

Ideally, a grade has several functions. It is an evaluation of a student's
achievement and performance. It is a stimulus and a guide to learning. And it is
a criterion on which prediction of the future performance of a student may be based.
The factors affecting a grade evaluation are numerous and interdependent. The
student factor includes his ability, preparation, knowledge, and interest. The
instructor sets the basis on which a grade will be based, whether it is mastery of
a skill or subject matter, development of sensitivity and appreciation, or critical
judgment. The instructor also decides upon the methods of evaluation and determines
his particular marking system. He may have absolute standards, relative standards
which carry over from one year to the next, relative standards within each class;
or he may gauge a student's achievement relative to his own ability, that is,
measure his progress in the course.

Considering the great variability possible in grading, the question of the
"meaning" of a grade arises. Does a particular letter grade mean the same from
different instructors or from different departments or schools? Is a grade average
a valid indicator of student achievement?

Our study of grade distributions, analyzed from the point of view of failure
rates, indicates great variability from department to department, from course to
course, and even from instructor to instructor. Hence, how is the student, the
institution, or our grade-conscious society to interpret the omnipresent GPA? Why,
given the variability of meaning of grades, does the grade point average remain one
of the best of the several poor predictors of academic performance in use?

Failure Rates

This analysis takes as its unit the failure rate in courses. The term failure
as used in this report includes grades of D (merely passing), E (conditional failure),
F (failure), and where recorded, G and H (both, drop with failure). "D" is included
because, while not a failing grade, "D" is assigned the value of minus-one in the
computation of the student's average, and a specified number of D's in the record of
a "C"-average student will result in his expulsion. The report includes comparisons
of failure rates in different subject areas, in different levels (specifically basic,
including introductory and prerequisite courses, vs. advanced and elective courses),
and in different sections of the same courses.

All grades reported are for the undergraduate-day session of The City College for
the time periods indicated. Data are reported separately for the Baruch School of
Business and Public Administration of The City College of New York and the Uptown
Campus, which includes the College of Liberal Arts, the School of Engineering and
Architecture, and the School of Education.

Subject Areas

During the period of Fall 1962 through Fall 1965, the average failure rate for all
courses on the Uptown Campus was roughly 12-13 per cent, while that of the Baruch School
was 15-20 per cent.

In all courses taken at the Baruch School during the Fall of 1965, 44 per cent of
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the grades in mathematics courses were failures, as were about one-third of the
grades in the Romance languages, one-fourth in history, and one-fifth in English.
The failure rate in the physical sciences was less than one-fifth; in business courses,
a range of 8-19 per cent.

On the Uptown Campus during this period, the mathematics courses again had the
highest proportion of failures (about one-third). Physics was next, with slightly
less than one-quarter failing, and in French and German 23 per cent and 22 per cent
failed, respectively. In chemistry and civil engineering the rates were 22 per cent
and 21 per cent respectively, while in all other subject areas fewer than 20 per cent
of the grades were failures.

Considering non-professional courses alone (i.e., excluding engineering,
architecture, education, etc.), the mean percentages of failure on the Uptown Campus
for the years 1962-1965 show that 30.27 per cent of math grades were failures, with
24.11 per cent in physics, 23.95 per cent in chemistry, and 19.37 per cent in French.
Basic biology failure rate was 18.52 per cent, Spanish 13.47 per cent, economics
12.75 per cent, social studies 11.65 per cent, and philosophy 10.7 per cent. In other
subject areas failures were less than 10 per cent of the total grades -- history
8.86 per cent,political science 8.7 per cent, English 8.07 per cent, and psychology
5.2 per cent.

Proportional Failure Related to Proportional Grade Contribution

Some of the major disciplines contribute a greater proportion of failures than
of grades to the total Uptown figures. Mathematics and the physical science courses
contribute one-fifth of the grades, but about two-fifths of the failures. Mathematics,
the physical sciences, and engineering contribute over one-quarter of the grades,
but about half of the failures. If Romance language courses are added, the group
contributes one-third of the grades, but almost two-thirds of the failures.

There is much year-to-year variability in the failure rates of courses, though
failure rates averaged for subject areas are consistent over time.

In all subject areas offering basic courses, these courses contribute a dis-
proportionately large percentage of failure grades. This difference is statistically
significant. For those subject areas with more than 200 failing grades (history,
English, and all the physical sciences), over 60 per cent of failures are in basic
courses. This basic course failure syndrome appears to be not just a fact of our
academic life, but also a growing trend. Over the past four years, increasingly
higher proportions of failing grades have occurred in basic courses.

Multi-Section Courses

When per cents of failures in the sections of a single course are compared, great
variability again appears. We derived data from grade distributions for courses
taught during Fall 1966 semester on Uptown Campus. The sections of a course generally
include similar numbers of students, as sections are closed when enrollment reaches a
certain maximum. Further, there are no selection criteria other than student pre-
ference to systematically affect assignment to sections. Thus, grade patterns could
lie expected to be comparable; however, taking the difference between the largest and
smallest failure rates in similar-size sections of a single course, one finds a maxi-
mum discrepancy of 61.07 per cent.

Discussion

The variability in grading patterns described above could create some interesting
problems for the student aware of the significance of grades in his academic and
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subsequent career. For example, during the year 1965-66, a mathematics major,
working towards a B.S., had to take courses where the failure rate was at the 30
per cent level, while a psychology major seeking a B.S. degree faced courses with
only a 5 per cent rate (in courses in his major).

The B.S. student was also confronted with a difference between failure rates in.
the B.S. requisites and failure rates in the B.A. requisites. Finally, the B.S.
student is neither required nor urged to sample the liberal arts courses beyond three
basic courses. In any choice in a non-basic liberal arts course, he would have risked,
for example, only a 7.7 per cent (political science), 6.1 per cent (English), or a
4.85 per cent (history), chance of failure.

The lot of the beginning B.S. student is increasingly hazardous as evidenced in
the trellis of the failure rates in the past four years in basic courses. The basic
course experience often determines the student's further involvement in a specific
area. Basic course failures in mathematics are up from 17 per cent of all basic
course failures in 1963, to 25 per cent in 1966; in physics frori 9 per cent to
11 per cent and in Fall 1966 prospective engineers faced courses ranked consistently
high in failure rates, illustrating that the prospective engineer places himself
in a continued "high risk" academic situation by his choice of a major.

Faculty Interviews

To explore the role of the individual instructor in determining the meaning of
grades, thirty-two faculty members in nine departments of our Uptown Campus were
interviewed about their opinions and attitudes on grading. Instructors who teach
or have taught both basic and advanced courses were selected. The interviews were of
approximately thirty minutes duration and were semi-structured, using a general
questionnaire as a guide or point of departure. Topics included in all interviews
were the function of grades, the method of grading, intra-departmental discussion on
grading, personal evaluation of the present practices and system, and suggestions for
changes in the system. Our description and analysis of the interviews is organized
into these topic areas.

It must be noted that the interviews were based, to a large extent, on the
spontaneous comments pi those interviewed, rather than on a detailed survey on each
topic. Thus, the report of a specific percentage of respondents supporting a
particular view does not sui,gest that the remaining necessarily fail to concur.
Rather, this view was not among the most salient for them, and was therefore not
discussed.

Our sample of the faculty regards grades as serving many functions. The use of
college grades as a criterion of admission by graduate and professional schools is
considered a major justification for their existence. Fifty per cent of the faculty
interviewed referred to this aspect of the grading system (all percentages based on
32 = 100 per cent).

A large portion of those interviewed (ca. 50 per cent) considered grades an
evaluation of a student's performance, which way be helpful to the student in giving
him an indication of the standards he is zo meet and in offering a critical response
to his work. All respondents in the mathematics and physics department mentioned
this role of grades as a fairly accurate, evaluative guide for the student. All the
English instructors interviewed also thought that the grade is a valuable critical
feedback to the student. (Basic English courses have a conference system, in which
each student meets individually with the instructor several times during the
semester). Forty-four per cent of the instructors regarded grades as a simple
record of performance, for use by the college (or by the mysterious Dlack box, re-
ferred to as "the system"). The motivational aspects of a grade were also cited by
a large number of faculty (ca. 42 per cent). In this respect, grades are seen as
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an incentive to the student, with emphasis on either the reward or the punishment
aspect. Mention was made of the many grade-oriented students who push an instructor
into using grades as a motivational tool. Among other functions of grading, future
employment, an evaluation of instructor performance, and weeding out of unqualified
students were mentioned.

Faculty members differed considerably in their methods of grading and in the
selection of criteria on which they base their grades The criteria used, in varying
combinations, are examina*ions, papers, laboratory work, classroom participation,
and subjective impressions. Most instructors grade on an intuitive curve, which
shows some variation from course to course and year to year, yet retains a certain
inherent stability. Very few instructors grade on an explicit curve. In the physical
sciences, mathematics, and Romance languages, there are more examinations during the
semester, and the examination average is the major factor in determining the grade.
A subjective evaluation of classroom or laboratory performance is only a very small
factor in grading and becomes important only in borderline cases. (Borderline between
two consecutive grades) In the advanced courses in these three subject areas, papers,
laboratory ..ork, and class participation become a larger component of the'grade, but
examinations are still of importance in most courses. In the social sciences and
humanities (excluding Romance languages) instructors place a larger emphasis on more
subjective criteria, such as papers, class discussion, and an overall impression of
the student. Examinations also tend to be more subjective, frequently including more
essay questions.

In all departments a difference in grading practices between basic and advanced
courses was described. Some faculty explicitly cited these differences, others
implied them. In basic courses there are, usually, several sections with different
instructors. The majority of departments administer departmental finals in these
courses. Several instructors were concerned with the great variation in grading dis-
tributions between instructors for the same course, particularly evident in these
basic courses. In an attempt to achieve greater uniformity, one department has
instituted a committee-marking system, in which one instructor marks one part of the
examination for all f-udents in the large multi-section introductory course.

In advanced courses most faculty members indicated that they expected work of
higher quality from their students, and often there is an increase in the quantity
of work demanded. However, there seemed to be general agreement: that grades were
nonetheless higher in advanced courses. Among the reasons given for this change are
a greater student interest (often a large percentage are majors in the given depart-
ment), an increased willingness to work, a weeding out of poor students in the basic
courses, and a pressure for good grades for graduate school.

Discussion about grading practices in virtually non-existent on an interdepart-
mental level. In the social sciences and humanities there is even relatively little
discussion about grading within the department. However, the faculties of the physical
sciences and mathematics departments do discuss grading practices, partially prompted
(in the physical sciences) by a necessary agreement between the lecturer and the
laboratory instructor on each student's grade.

More than half of the faculty members interviewed expressed dissatisfaction with
their grading practices and with the system as a whole. Of these, many considered
grades an unreliable, and, at times, even arbitrary indicators of performance.
Several instructors expressed concern with the absence of any absolute standards. The

and lack of understanding of grades by both students and the "system" was
another source of frustration. Rather than being a reward or the punitive tool of a
disciplinarian, grades should serve a communicative function between teacher and
student, and, as such, would be of value in the educational process. Several faculty
members felt that grades would be unnecessary if it were not for the "system." An
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oral or written evaluation would serve the same educational function, and would
eliminate the "evils" of grades. Some instructors see grades as actually inhibiting
learning. Concern was expressed by a number of faculty members about the great re-
sponsibility for the student's future placed on the individual instructor. The pres-
ent draft system and its relation to the war in Vietnam has increased this responsi-
bility with its attendant pressures and discomforts. The large number of grade-
oriented students is also disturbing to several faculty members. Twenty-seven per
cent of the respondents in the departments of physical sciences, mathematics and
Romance languages expressed dissatisfaction, whereas 82 per cent of respondents in
other departments indicated such dissatisfaction (departments of economics, English,
history, political science, psychology).

Almost all the faculty members recognized some need for a change in the present
system, (81.25 per cent). However, proposals for change are quite varied, ranging
from a refinement of the present grade discriminations to a system (or non-system)
of no grades.

A fairly large proportion (37.5 per cent) of respondents favor adding pluses and
minuses to the present grade discriminations. The general feeling is that such refine-
ment would allow for greater equity. Two instructors suggested a numerical system.
Two instructors favored a more limited application of pluses and minuses, one suggest-
ing their use in basic courses, and another recommending their use in major courses
only.

Some form of pass-fail system was favored by 40.6 per cent of those interviewed.
However, many possible qualifications were mentioned. (The heterogeneity of the
student body in ability and quality of performance sezmed, for several instructors,
to contraindicate a pass-fail system.) Of the qualifications mentioned, five faculty
members would limit the pass-fail system to upperclassmen, five would limit it to
elective, non-major courses, and four would endorse it only if there were smaller
classes.

Three instructors interviewed suggested more radical changes in the system, two
of them strongly urging written evaluations (with or without grades) as far more
reliable indicators of performance.

Implications and Recommendations

Variability in Grading

Grades are presumed to have a universal, consistent, invariant meaning.
Obviously, they do not. On a more modest level, grades should mean something that
will generalize beyond a particular class at a particular time. Perhaps they do.

What is incontrovertible is that grade distributions show a vast amount of
variability. This is true whether the comparisons are made between departments, be-
tween advanced and basic courses, between specific courses, or between sections of the
same course. One class will produce a distribution skewed in one direction, another
a distribution skewed in an opposite direction. For one kind of course, a failure
rate, while varying somewhat, will remain relatively low with never more than a tenth
of the class earning failing grades in any given semester.

Variability in grading as a kind of fine evaluation or judgment is expected. Our
study, however, was focused on a gross measurement -- passing or failing graces --
with an implied judgment of adequate or inadequate performance. Variability ;Al such
a judgment demands further explanation.

'is
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What are some of the sources of this variability? First, pure chance must be
acknowledged as one factor in the guise of the stroke of fate that places a group of
exceptionally able students in one classroom, and a bevy of positive dullards in
another. The extent of such chance variability can, however, be predicted on the
basis of probability theory. In the absence of a known source of bias, other than
possible selection through the rigors of each semester's course registration (where
the more intelligent are able to get into the courses meeting at the most desirable
times), one must presume chance to be a relatively minor source of variability.

The inherent difficulty of course material, the different levels of teacher
effectiveness, the physical surroundings of the classrooms, international and
national events, changes in selective service system, and many other factors also con-
tribute in some small part to variability in grade distributions. Normal variability
of subjective judgment is also a significant factor.

A particularly potent factor within a given college, group, or department is the
presence or absence of a fair degree of explicit interaction between individual
faculty members on the subject of grades. Studies have indicated that where grades are
discussed, they tend to be less variable. This is true even when the discussion does
not specifically set forth guidelines for grades, but instead covers institutional
or course objectives and general standards of achievement.

The logical inference is clear. Much variability in grades is due to different
concepts that instructors have of course objectives, of the function and meaning of
grades, and of the institution's standards of achievement. An excellent illustration
of the latter is the commonly recited account of the apocryphal instructor who cheer-
fully warns his students at the beginning of each term that the highest grade that
they can possibly hope to receive is a "B." Most students, he tells them, will receive
"C's"; "A's" are reserved for Nobel Prize winners, acclaimed scholars, and saints. In
this instructor's class the mark or grade "B" therefore, means precisely the same
thing as the mark or grade "A" would mean in most of his colleagues' classes.

There is a reasonable basis to infer, or at least suspect, that wide variability
in grading may stem from mutually incompatible or even contradictory notions of objec-
tives or standards. This inference is strongly supported by Juola's study of grad-
ing at Michigan State in which individual instructor's grades tend to correlate poorly
with both mean GPA and scores of common (institution or course-wide) examinations.
(Mean GPA in specific courses has a -.20 rank order correlation, with mean GPA secured
by these students in other courses.)

Given the many possible sources of variability, an inescapable conclusion is that
a major factor still remains individual instructors' differing concepts and per-
ceptions, primarily of course objectives and of overall standards.

Basic vs. Advank:ed Courses

Our data clearly indicate that the grade distributions for basic courses differ
markedly -rom those achieved in advanced courses. While this is not invariably true
for all departments, it is certainly true for the majority of departments in our

College. This difference can be ascribed to a number of major factors. One factor

is the concept that the freshman year is an appropriate time for the weeding out of
students who really should not be studying a given subject. This weeding out can
either be consciously and deliberately done by the instructor, or it can be a process
of "survival of the fittest" in a perfectly objective environment.

Another factor is the quite different perception that most instructors have of

advanced courses. First, they are very much aware that students in these courses will
be going on to graduate school where their admission will be conditioned on the level

of their marks. Second, most instructors raise standards in these courses, and with

11.J
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the raising of the standards in terms of the kind of work that is to be done, they
often become less rigorous in marking.

One should not, of course, ignore the factor of the student's becoming acclima-
tized to the college environment and gaining greater ability to complete his work
successfully in a course. Nor should one overlook the self-selection process by
which a student, even one who has done well in a basic course, who is not suited fcr
a particular subject loses his interest and does not continue in the field. What
this implies, of course, is that students in advanced courses may have a higher level
of interest and motivation.

Although most of the instructors who were respondents in our study could explain
the discrepancies between basic and advanced level courses, they were also somewhat
surprised by the extent of this discrepancy. Actually, viewing the college experi-
ence as consisting of two distinct phases does, in a sense, represent a revolutionary
view of what transpires in college.

Dissatisfaction with Grading

Few faculty people are satisfied with the grading system that currently prevails.
What may well inhibit a change (although it is difficult to understand how this has
also inhibited research in this area), is that the dissatisfaction is in two directions.
Some faculty members are dissatisfied because grades are not sufficiently precise.
They would like pluses and minuses to be added, a numerical system to be introduced,
or some other method used to make grades much more precise. A somewhat larger grout)
holds the contrary opinion that letter grades as now used are too precise. They
suggest a number of systems, usually built around the pass-fail system, sometimes
with a third grade included to cover the students who pass with a special distinction.

It would well appear, however, that the principal outlet for instructor dissatis-
faction is occasional arguments between friends that sometimes erupts into a depart-
mental meeting where some temporary agreement on course objectives and grading
standards is achieved.

Structured Content Courses

A somewhat tentative inference that begins to emerge from our data (primarily
the interviews) is that college courses Pre essentially made up of two quite distinct
types or modes. One is the structured content course, such as mathematics or a
foreign language, where a significant course objective is the student's acquisition
of specific units of structured content. In these courses there are usually frequent
examinations consisting of short answer questions in which the student is called upon
to recall specific kinds of information.

Other courses are much less structured in their content. The acquisition of
specific items of information is not nearly so important as new ways of thinking
about and understanding the course subject. English composition, philosophy,
psychology, and other social sciences and humanities, are of this nature.

Admittedly, the dividing line between the two modes is not distinct; there is
much overlapping. What is even more confusing is that two instructors teaching the
same course might well view the course from different perspectives. One might believe
that the basic history course is primarily a structured content course, while another,
less concerned with acquisition of facts, will view this as a less structured course
aiming primarily at developing a way of thinking. If the distinction is valid, though,
there is an interesting implication with regard to course grading. One might re-
commend for courses that are highly structured in content that more frequent exami-
nations be given and that course grading be more precise. Here the arguments of those
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who propose adding pluses and minuses or moving toward a numerical system seem most
justified.

In the less structured courses, where frequent detailed examinations of this
kind are not possible, and where evaluation has to be more subjective, the possibility
for obfuscating variability also increases. For these courses, it would seem that
a pass-fail system, perhaps including a pass with distinction grade, would make a
more valid evaluation.

While this solution, of course, raises almost as many problems as it solves,
one could very well conceive of an effectively functioning system in which courses
were identified by their instructors as either being structured content or less
structured content. The grade system would depend on the designation of the course
and the student would, through the course of his college career, essentially earn two
different types of cumulative average grades.

The Need for Interaction

Without any changes in the current system, one specific recommendation, however,
can be made. It is that departments and schools provide greater opportunity for the
faculty to meet and discuss basic educational processes. The great variability that
exists in grades indicate that, indeed, there may well be varying, even conflicting,
concepts of course objectives, standards of achievement, and the overall college
objectives. Again, where faculty meet to discuss some of these more abstract issues,
there is specific evidence that grade distributions begin to become more consistent.
It should be emphasized that ro one who seriously studies the question of the meaning
of grades proposes that grade distributions become identical. The plea has been that
grades be sufficiently consistent so that the same letter grade, or same number, can
be reasonably presumed to have a similar meaning. In a society and in an educational
system in which grades, cumulative grades, and grade point averages are used to make
crucial decisions about the future lives and careers of young men and women, this
does not seem to be too much to ask. Ideally, this common meaning can best come about
from the opportunity for the faculty to discuss openly and frequently the underlying
questions. Dictation of any kind, certainly including dictation of an ideal or
desired form of grade distribution, would be harmful to the educational process.

lei



STUDIES OF COOPERATION IN THE CLAREMONT COLLEGES:
ACADEMIC COOPERATION

Clifford T. Stewart
Director, Office of Institutional Research

The Claremont Colleges

In 1925, The Claremont Colleges began an experiment which was unique in
American higher education. This experiment was the establishment of a cluster
college or group of independent but cooperating colleges, which would provide
superior intellectual resources for increasing numbers of students while main-
taining the personal relationships of the small college. The goal was to
develop in Claremont a group of small colleges somewhat of the Oxford type,
which would be built around a library and which would have other central
facilities or joint services. The cluster began by establishing the Claremont
Graduate School and University Center which was charged with 1) providing
graduate instruction, 2) developing new colleges, and 3) maintaining the com-
mon facilities for the group.

Today there are six colleges: Pomona College, Scripps College, Claremont
Men's College, Harvey Mudd College, Pitzer College, and Claremont Graduate
School and University Center. The six are independent institutions--each with
its own president, board of trustees, students, faculty, and academic programs.
The physical relationship of the colleges is shown in Figure 1.

Table 1 reveals eighteen activities in which all of the Claremont Colleges
cooperate and another twelve in which combinations of two, three, four, or
five cooperate. Cooperative activities with colleges outside of Claremont
are not shown. I shall discuss one aspect of cooperation--perhaps the most
crucial from an educational perspective--the joint planning of courses and
programs among the colleges and the resultant cross registration or registra-
tion in a college other than the student's own college.

The purpose of permitting course registrations in other colleges is to
make available to the student as wide a range of courses as possible. It also
has certain economic implications for the participating colleges.

Some of the colleges have specific curricular emphases, whereas others
are broadly based liberal arts colleges. For example, Pitzer College emphasizes
the social and behavioral sciences; Scripps College emphasizes humanities;
Claremont Men's College began with an emphasis in political economy (although
all are liberal arts colleges.) However, not all of the colleges attempt to
maintain program depth in all fields.

There are three types of courses which are involved in the cooperative
activities of the colleges. First, there are the regular courses offered by
each college, and most of these are open to students from all of the other
colleges.

Second, there are joint programs and courses that are designed to involve
students from several colleges. For example the colleges offer a program in
classics, but no one college wishes to bear the full expense )f a university-size
classics department. The four colleges with classics departments, therefore,
cooperate to offer a full program in classics to students in all the colleges.

As another example, three of the colleges with a combined enrollment of 1600
have formed a joint science department. None of the three colleges emphasize3
the natural sciences and therefore they have combined their resources to provide
science offerings for their students. Nine faculty members on joint appointment
with the three colleges make up the science faculty. Joint facilities are used,

1 2 '
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THE CLAREMONT COLLEGES

Harvey Mudd College
(278)

Scripps College

(427)

Pomona College

(1224)

Pitzer College

(460)

Claremont Men's College

(674)

FTE enrollments in parentheses

(Total 3698)

FIGURE 1
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TABLE I

Cooperative Ventures and Joint Facilities of the Claremont Colleges*

CGS CMC HMC PIT POM SCR

1. Honnold Library **1952 1952 1957 1963 1952 1952
2. Business Office 26 46 57 63 26 27

3. McAlister Center for Religious
Activities and the College Church 59 59 59 63 59 59

4. Service Shops 26 46 57 63 26 27

5. Bridges Auditorium 30 46 57 63 30 30
6. Telephone Service 29 46 57 63 29 29
7. Health Service and Infirmary 66 46 57 63 27 27

8. Psychological Clinic and
Counseling Center 61 49 60 63 49 49

9. Campus Security 46 46 57 63 46 46
10. Garrison Theater 63 63 63 63 63 63

11. Faculty House 55 55 57 63 55 55

12. Office of the Prol,ost 61 61 61 63 61 61

13. Public Information Office 48 48 55 63 61 48
14. Print Shop and Addressograph 62 62 62 63 62 62

15. Challenge Campaign 65 65 65 65 65 65

16. Cross Registration of Courses 26 46 57 63 26 27

17. Faculty Exchange 26 46 5- 63 26 27

18. Office of Institutional Research 65 65 f5 55 65 65

19. Student Newspaper 57 57 63 63 57

20. Heating Plant 26 48 26 27

21. ROTC 46 46
22. Admissions 57 57.

23. Joint Science Program 64 64 65

24. Anthropology and Sociology 65 65

25. Classics 48 63 27 27

26. Drama and Music 66 66 66 66

27. Physical Education 57 57

28. Career Counseling 65 65

29. Language Lab 60 64 60

30. Forensics 66 66 66

*Does not include cooperative efforts with colleges outside of Claremont.
**The year listed is the one in which that college first took part in the joint

effort.
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and a new joint science building is being constructed to augment the existing facil-
ities. Each of the two undergraduate colleges not involved in this program offers
a full range of courses in the natural sciences. The joint science program has been
formalized in an agreement which specifies the role of each college in appointment
of faculty, financial responsibility, etc.

Included in this category of joint programs and courses are less formal arrange-
ments for selected courses in mathematics or sociology, as examples. These courses
are offered jointly, even though there are no overall joint programs in these areas.
The faculties of the various colleges in certain disciplines meet and decide on courses
to be offered jointly. Courses chosen are those which should be offered in the pro-
gram but which one college would have difficulty filling each semester. Such courses
may be at elementary, intermediate, or advanced levels.

A third category of courses consists of those taught by graduate faculty for
undergraduate students. These are called intercollegiate courses and are taught
in a variety of subject areas.

Regular courses enroll 1200 to 1300 students from other campuses each semester.
Joint programs and courses enroll 100 to 200 students per semester and intercollegiate
courses, another 100 to 300, depending on the number of courses offered in a given
semester.

Approximately 10 per cent of all course registrations are in the types of courses
mentioned above. Each semester one-third of the students take one or more courses
off campus.

How does this academic cooperation work? What does it accomplish? It accomplishes
its main goal of providing a wide range of course offerings and sufficient depth in
the various fields to students in all the colleges. Students may take these courses
as part of their major or may use them as elective subjects. It also gives the
students the opportunity to choose professors from other colleges and to be in class-
es with students from other colleges. A student registers on his own campus for all
the courses he wishes to take in any of the Claremont Colleges.

Are there any problems? There are many. Curriculum planning can become quite
a problem since it may involve two to six colleges. Each college is free to develop
its own curriculum and this, in fact, is what happens. However, there is usually
much coordination among the deans and the faculties of the colleges in their con-
tinuing efforts to use available and new resources in the most efficient way. When
a new course is to be added in any college or when a new faculty member is to be
hired, this information becomes available to all of the academic deans and to the
faculty members in the appropriate areas. This usually, but not always, eliminates
duplicate courses being offered, and the hiring by several colleges of faculty members
with the same specialties within disciplines. There are problems of coordination
among the faculties of the various colleges concerning who will teach what next semes-
ter, who will be on sabbatical next semester or next year, and who will replace them.

All of this requires much time, buL it provides an automatic and constant review
of the curricula of the various colleges. The deans and the faculty are also con-
stantly aware of the make-up of faculty in the various colleges and are therefore in
a better position to make decisions concerning courses and staffing.

In certain laboratory, art instruction, and language courses there are a limited
number of spaces or facilities, which determine the upper limit of class size. There-
fore, registration must be limited in such courses, and this usually means the students
from other colleges are denied registration in these courses. Fortunately these
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limitations do not affect more than a few students each semester. If the problem
becomes more serious, then a different system of registration and/or a different
distribution of course offerings may be required.

As in any college or university, courses occasionally become too large. This
is potentially more of a problem at the Claremont Colleges since students register
for all their courses (including those offered by other colleges) on their home
campus. Therefore, class sizes are not fully known until some time after registra-
tion on all campuses has been completed. Since there are generally no limitations
placed on class size, it sometimes becomes necessary to teach large sections. These
sections are divided into smaller ones when faculty are available to teach them.

TABLE II

Cross Registration Data for Regular Courses and Joint Programs

Registered at

Spring

CGS

1965-66

CMC HMC

Students of

SCR TOTALPIT POM

Claremont Graduate School XX 22 3 0 9 6 40

Claremont Men's College 3 XX 41 126 38 85 293

Harvey Mudd College 2 10 XX 13 11 7 43

Pitzer College 3 65 17 XX 51 36 172

Pomona College 39 55 57 116 XX 155 422

Scripps College 9 91 24 61 68 XX 253

Total 56 243 142 316 177 289 1223

Balance for Regular Courses -16 +50 -99 -144 +245 -36

Balance for Joint Programs +3 -39 -6 +50 -11 +3

Balance for Regular Courses -13 +11 -105 -94 +234 -33

plus Joint Programs

Table II shows the pattern of cross registrations in regular courses among the
six colleges. One notices that Harvey Mudd, the smallest college and the one with
the sharpest curricular emphases, and Pitzer, the newest college, send far more stu-
dents to other colleges than they teach in return. Three hundred sixteen Pitzer
students took courses in other colleges whereas only 172 students from other colleges
enrolled in the regular Pitzer courses leaving a "deficit" of 144. However, Pitzer
taught more students in joint programs and courses than it sent out, but still has.
a "deficit" of 94. Pomona College, on the other hand, has a positive balance.

Table III shows Pitzer College with less of a "deficit" for the regular courses
and a positive balance when the joint programs and courses are added. itzer stu-
dents take advantage of the wide variety of course offerings at the other colleges,
the largest numbers of their students attending Claremont Men's College and Pomona
College, the two largest colleges. Enrollments from other colleges at Pitzer are
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predominately in the joint science program, in anthropology, and in music courses.
This illustrates that a new college can allow its students to register in other
colleges for courses it does not offer, simultaneously attracting students from
other colleges into strong programs in the social and behavioral sciences, the
natural sciences, and music. This attraction is possible because Pitzer has con-
centrated to some extent on developing programs not emphasized by the other colleges.
For example, only one of the other colleges offers work in anthropology. A strong
program in this area is now available because Pitzer has planned this program with
Pomona College and has committed its resources to securing excellent faculty in
anthropology, sociology, and psychology. And this new, small college can attract
good faculty because there are opportunities for them to teach students in these
fields at several undergraduate colleges and, in some fields, at the Graduate School.

TABLE III

Cross Registration Data for Regular Courses and Joint Programs
Spring 1966-67

Registered at

CGS CMC HMC

Students of

SCR TOTALPIT POM

Claremont Graduate School XX 14 2 4 16 13 49

Claremont Men's College 0 XX 39 97 34 72 242

Harvey Mudd College 3 10 XX 13 7 10 43

Pitzer College 5 49 28 XX 103 70 255

Pomona College 31 71 48 126 XX 182 458

Scripps College 9 84 19 68 93 XX 273

Total 48 228 136 308 253 347 1320

Balance for Regular Courses +1 +14 -93 -53 +205 -74

Balance for Joint Progilms -3 -3 -5 +63 -63 +11

Balance for Regular Courses
plus Joint Programs

-2 +11 -98 +10 +142 -63

The students, of course, are highly in favor of cross registration, not only
because it allows the opportunity to take courses not available on their own campus,
but also because it provides the opportunity for interaction with students and faculty
of the other colleges. Freshmen and sophomores are urged to take all of their courses
at their college of residence, but they are not denied the opportunity to register
in other colleges. Indeed, one-third of all off-campus registrations are by fresh-
men and sophomores.

Our Office cf Institutional Research recently conducted a study jointly with
the editors of the student newspapers of the five undergraduate colleges to determine
student reaction to various aspects of the cooperative activities among the colleges.
Student leaders on each campus were interviewed and questionnaires were sent to a
sample of students on each campus. In addition to the previously listed advantages,
some students reported taking courses at other colleges because of conflicts of
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courses on their home campus or simply because the time was more convenient. More
comments were made concerning cross registration than about any other cooperative
venture die colleges. Students strongly support this type of academic venture;
in fact, they want even more opportunity for cross registration. The policies
governing cross registration are relatively liberal, but the students want them
liberalized further. The deans of the various colleges have been aware of the
students' wishes and are currently considering a revision of the policies in -e-
sponse to student requests.

The imbalance in some colleges from sending students to other campuses is not
paid, but there is an effort made for the next semester or year to achieve a better
balance between colleges. It generally has been true, for example, that Pomona
College has been carrying a heavier load than it has been imposing on other colleges.
However, by reference to Tables II and III one sees less imbalance this year than
last. There are more students (more accurately, course registrations) at Pomona
this semester than spring semester last year, but there are far more Pomona students
enrolled in other colleges than was the case one year ago. In addition to this,
Pomona students have enrolled heavily in the joint programs and courses supported
by colleges other than Pomona. There is never an attempt to achieve an exact bal-
ance between any two colleges, but only an attempt to see that no one or two colleges
have to support an excessive number of extra students.

In conclusion, the advantages that I have discussed in relation to cross registra-
tion have been academic advantages. The values accrue to the student, to the facul-
ties, and to the college community. The current problems and foreseeable future
problems in this area are largely mechanical. Other studies are underway which con-
sider the financial aspects of the various cooperative efforts of the colleges. Our
hope is that these studies will provide additional information which will be helpful
in academic planning.
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THE ROLE OF INSTITUTIONAL RESvARCH IN THE IMPROVEMENT OF INSTRUCTION

Fred Glassburner
Director, Institutional Research

Wisconsin State University--Platteville

Research is an essential ingredient of any systematic effort to improve instruction,
and Institutional Research has a significant potential contribution to make in this
effort, playing three essential roles in the instructional process. First, the im-
provement of instruction is a complex problem, calling for the systematic problem-
solving procedures which characterize good research. There is need for the trained
researcher's skill in identifying problems and in formulating and testing hypotheses.
Second, improvement means change in what the teacher does; that is, it is change in
the teacher's behavior. Change in behavior, by psychological definition, is evidence
that learning has occurred, and one of the best methods of learning is through
research. In fact, if one examines closely an analysis of the learning process, one
will discover that it is remarkably like the outline for a research project. And
thirdly, research lends respectability to educational experimentation and innovation.
A professor might be reluctant to try alone that which he would willingly undertake
as part of a research project. The word research itself has good connotations.
'"frying it out on the dog" sounds much better when you call it research. Because of
these views, the Office of Institutional Research at Wisconsin State University- -
Platteville has volunteered its services to the Improvement of Instruction Board, and
has suggested a plan.

The Improvement of Instruction Board, made up of faculty and students, was created
at the beginning of the current academic year. We took our offer of assistance and
our plan to the Board's first meeting, last September. Newly created, the Board was
faced with the necessity of choosing a course to pursue in undertaking its responsi-
bilities. It gave our plan a cordial hearing, followed by an endorsement and
recommendation that we proceed with it, with assurance of cooperation.

The Plan

The proposed plan uses the familiar problem-solving pattern: identify the problem,
formulate hypotheses for solving the problem, and finally, test the hypotheses.

Identifying the problem was to be difficult. We were faced with difficulty at the
outset, of course, to define improvement of instruction. There seems to be no
standard definition of good teaching. Stanford University is doing research to try
to define it, and they report that they expect to take about twenty years to do it.
Nathan Gage, who is directing that research, says that one of the first obstacles
they encountered was to define teaching. Not saod teaching, just teaching. They
finally settled on the following: teaching is what the teacher does in the class-
room.

Because of the lack of agreement on what good teaching is, it logically follows
that what constitutes improvement of instruction is a matter of opinion. The question
is, whose opinion?

We decided that the most valid opinion, for our purposes, would be a consensus of
the two groups most directly concerned: namely, the students and the faculty.
Whether or not any such consensus really existed was uncertain, but we decided we had
to try for it and see what would develop.

The first data-gathering device was an open-ended questionnaire, which said, simply:
"The improvement of Instruction Board is seeking suggestions for the improvement of
instruction. Please write below any suggestions you may have." We sent it to a
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sample of 150 faculty and students in approximately equal proportions.

At the time of writing, the responses are coming in, and are being edited and
converted to simple action statements appropriate to a rating scale. Here are some
examples of suggestions received thus far:

"Get teachers more interested in what they're teaching." (From a student.)

"Abolish compulsory class attendance." (From a faculty member.)

"Encourage more student-faculty interaction." (From a student.)

"Start a committee to develop an overall philosophy of education and plan for the
growth of academic functions." (Faculty.)

"Reduce class-cutting by instructors." (Student.)

I have picked those examples more or less at random, and not because I consider
them particularly outstanding. How they will fare in the ratings is anybody'; guess.

After receiving all suggestions, we shall probably have a list of fifty items,
which will be set up to be rated as follows: 3 equals a very good idea; 2, merely a
good idea; 1, a fair idea; and 0, the idea has little or no merit.

We plan to submit the rating scales to random samples of fifty faculty and fifty
students and shall strive for one hundred percent response. To the faculty, we shall

send a form to return to us separately after completing and returning the instrument,
thus preserving the responder's anonymity--but enabling us to know who has not
responded, so we may follow with further urging.

As for the students, we plan to assemble the subjects in a classroom and administer
the rating scales, since previous experience with mail-in returns has not been too
good. We shall also use the opportunity to administer two other instruments in con-
nection with other research.

Along with the rating scales, we will submit a list of statements of educational
philosophy, to which we will ask them to indicate agreement, disagreement, or no
opinion. We are deriving the statements from the suggestions for improving instruction,
by what we hope is an inductive process. For example, from the first suggestion quoted
above ("Get teachers more interested in what they're teaching"), we might induce the
following: The active interest and enthusiasm which a teacher displays tells more
about how he really feels about his subject than what he says about it, and the
student's own developing attitudes toward the subject will be influenced accordingly."

Hence, we are trying to develop a philosophy of education by consensus, basing it
on statements which have been supported by a significant majority of faculty and
students. Therefore we shall have a stated philosophy which can become a living
document to guide us in evaluating existing practices and designing future innova-
tions. Too often institutional philosophies are made up of cliches to which we give
lip service, but which are not reflected in practice.

When the responses to the rating scales and the philosophy statements have been
completed and tabulated, we hope that the resulting ratings and percentages will in-
dicate promising areas and directions for innovation. If they do, we can then solicit
volunteers from faculty and students to participate in planning and carrying out
curricular experiments, carefully designed with rigorous controls and measuring instru-
ments to ascertain whether or not the tested ideas actually achieve the desired ends.
In short, this area is where we test hypotheses. The innovations undertaken will be

1
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regarded as tentative, pending the outcome of the experiments. This procedure is in
contrast with the common practice of following educational fads and initiating in-
novations based on attractive but questionable premises, which become institutional-
ized and permanent without a rigorous evaluation of their merits ever having been
made.

It vay be that using a research approach to curricular innovation, with all that ap-
proach implies in the way of the tentative nature of hypothesis and the withholding
of final judgment until all evidence received, will give the teacher greater freedom
of action to break the crystallized tradition. Negative reaction to a proposed new
idea is usually in the form of the assertion that it will not work, for a number of
presumed reasons. The researcher can respond that perhaps it will not, but we will
never know until we try. If it does not,we can drop it. This is a much more tenable
position than arguing that it will work, for a number of other reasons, also presumed.
Also, if we are successful in having an idea adopted merely on the basis of our faith,
our enthusiasm, and our powers of persuasion, we then find ourselves in the dilemma
of either maintaining the fiction that the idea worked if it really did not or ad-
mitting to a large error in judgment. The former choice is taken more often than the
latter, with the result that we are ritualistically performing many educational
practices which are hallowed by time and usage, perpetuated by egc-involvement and
vested interest, but which never really worked as intended. A research approach to
the improvement of instruction will tend to prevent such dilemmas and invalid rituals.

One important outcome we anticipate is the effect of the research process upon the
participating faculty member, who presumably will take part in planning the experi-
ment and in carrying it out. Researchers know that every investigation is a learning
experience for all involved in it. We can assume that the same will be true for
faculty members. Moreover, in the case of disciplines other than teacher-training,
our research will be in the teaching-learning process. The disdain with which pro-
fessors in other fields often view the discipline of education has, I think, been
fairly well documented. It seems somewhat paradoxical that proud men should look upon
their own craft, which is teaching, as not being worthy of study and investigation.

In any event, we hope to bootleg some educational research into the lives and
consciousness of people who have not thought much about it heretofore, and perhaps
in the future they will view the teaching-learning process a little more critically
and analytically.

The part to be played by students poses some special problems. If they are aware
that they are participating in an experiment, Hawthorne effect seems inevitable,
especially in the case of radical departures where the use of volunteers seems called
for. We have no intention of hiding our light under a bushel, and plan to foster
general int '3rest by means of as much favorable publicity as we can decently employ.
Students will therefore be well aware that they are in an experiment, which means that
if the measured effects of the treatment prove favorable, we will not know whether it
is really the treatment, or just Hawthorne effect. We will have to admit that al-
though the patient improved the operation was a failure. If this failure occurs,
perhaps we shall extend the period of the experiment another year or two, and continue
to measure and detect any decline in the apparent benefits. If worst comes to worst,
and Hawthorne effect is all we can receive, we must turn our efforts to concocting
additional experiments.

Finally, there is the anticipated benefit of improvement in faculty-student rela-
tionships. On the national scene there seems to be growing disaffection between
students and administration. The Association for Higher Education has launched a
study of student participation in campus governance as a means of counteracting that
trend. Perhaps by enlisting students as active participants both as planners and
subjects, we shall take a step toward casting them in the role of partners in the
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educational enterprise rather than antagonists.

Summary

To recapitulate, I have described a plan for an ins::itutional research project
for the improvement of instruction, which is now in progress at Wisconsin State Uni-
versity -- Platteville. It began with an open-ended que:;tionnaire soliciting suggestions
from faculty and students, from which rating scales aro being constructed to measure
the support for each suggestion. Also,statements of educational philosophy were
distributed for which students and faculty will be paned to ascertain the extent of
agreement or disagreement. Or the basis of the ratings and philosophy thus derived,
instructional experiments will be designed, with appropriate controls and measure-
ments of outcomes. It is expected that participation in the project by faculty
members will give them a better understanding of the teaching-learning process.
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RESEARCH IN THE INSTRUCTIONAL PROCESS: A MODEL AND A PROPOSAL

Peter P. Grande
Associate Professor of Education

University of Notre Dame

The present study is an exploration of the relationship between specified learning
outcomes and clearly defined classroom conditions in a "live" classroom learning
situation. Attention has been accorded both to the need for information contributing
to a "relevant descriptive base for the study of teaching" and to the need to explore
"more tightly defined learning situations." The construct "classroom conditions" is
used in this study to denote certain interpenetrating factors which "mix," optimally
or otherwise, to produce a distinctive classroom climate. "Learning outcomes" is
used to denote certain effects of classroom learning conditions which are potentially
important in exploring specific modes of "reacting" to encountered situatio is.
"Student characteristics" is used to denote certain elements potentially contributory
to the efficacy of the classroom learning process: personality, intelligence, custo-
mary school achievement level, socioeconomic status, and family interaction pattern.
Finally, the construct "'live' classroom situation" is intended to convey that this
study was executed not in an experimental laboratory analogue or approximation to a
"real-life" classroom, but rather within such a classroom itself, with all the con-
taminating and confounding effects which "real-life" situations introduce into edu-
cational research.

The variables which form the foci of interest in this investigation, as important
parameters of classroom learning conditions and as potentially significant influences
on learning outcomes, are: (1) instructional technique, (2) instructional group size,
and (3) an ipsative variable, conceptualized as "teacher style," or the specific fash-
ion in which instructional technique is mediated through the characteristic behavior
pattern of the individual teacher. Learning outcomes which form variables of focal
interest in assessing ways of reacting to encountered classroom situations are: (4)

student mastery of subject content, (5) resultant level of student mental processes,
(6) student attitude toward and satisfaction with the specific "mix" of classroom
conditions, and (7) student participation in the classroom learning situation. Stu-
dent characteristics which form variables of interest in determining contributory
influences upon the specific "mix" of the classroom learning situation include: (8)

personality factors, (9) intelligence, (10) customary school achievement level, and
(11) socioeconomic status. Hence, the principal research questions which this study
seeks to explore are:

I. How do these specified classroom learning conditions, operating alone and in
interaction with each other, affect specified learning outcomes?

II. How are these specified learning outcomes related to each other?

III. How are these specified learning outcomes related to specified student
characteristics?

Conceptual Foundations

According to Wallen and Travers (1963, Gage, pp. 448-505), patterns of teacher
behavior in the classroom, or instructional modes, originate from a variety of
sources, the least productive of which have been those empirically derived. Wallen
and Travers suggest that the teacher's classroom behavior is derived from (1) teaching
traditions, i.e., a teacher teaches as he was taught; (2) philosophic traditions,
i.e., a teacher behaves in accordance with the doctrines of, for example, Freobel,
Rousseau, Dewey, or Montessori; (3) social learnings in the teacher's background, i.e.,

a teacher behaves to reinforce pupil behavior consonant with, for example, middle-
class or democratic values; (4) the teacher's own needs, e.g., a teacher adopts and
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adheres to the lecture method because he needs an outlet for his self-assertive
tendencies; (5) conditions within school and community, e.g., a teacher conducts his
classes to produce the for.al and highly disciplined behavior which corresponds to
the pattern favored by adalinistrative officers; and (6) models for teacher behavior
emanating from scientific research.

Specifying desired learning outcomes is no facile task for the educator, in the
face of a number of cogent but competing rationales. One rationale focuses on the
developmental needs of the child as providing the soundest basis for selection of
learning outcomes (Jersild and Fehlmann, 1943), while others focus on the psycholog-
ical needs of the student (Kotinsky and Coleman, 1955), on consistency with social
realities (Joyce, 1961), or on the facilitation of intelligent self-direction by
students (Smith, Stanley, and Shores, 1957).

Intersecting such rationales for specifying desirable outcomes in classroom
learning are the problems of establishing and operationalizing suitable criterion
measures. As Taba (1962, p. 266) maintains: "A clearer distinction between the
content of the curriculum and the learning experience or the processes which students
employ in dealing with content would be helpful in classifying problems of selection
as determining which criteria to apply to which aspect of the curriculum." This point
of view suggests a need for research aimed at a clear delineation between curriculum
content and its impact, mediated through specified classroom learning conditions,
upon student mental processes, as one potentially significant learning outcome.

Gage (1964, pp. 268-286) urges that "theories of learning will have greater use-
fulness to education when they are transformed into theories of teaching," for
"while theories of learning deal with the ways in which an organism learns, theories
of teaching deal with the ways a person influences an organism to learn." In this
approach, the emphasis shifts from a consideration of the characteristics of the
learner and of the learning process to a consideration of the characteristics of the
teacher and of the teaching process. In the design of the present study, Gage's view
that "changes in education must depend upon what the teacher does" is accorded para-
mount importance, although the design of this study remains cognizant that what the
teacher is and does intersects in the learning climate with what the learner is and
does in influencing learning outcomes.

Wallen and Travers (Gage, 1963, p. 464), who uses the terms "teaching methods"
and "patterns of teacher behavior" interchangeably, note that "most prescribed
teaching patterns have been influenced much more by philosophical traditions, the
needs of teachers and of professors of education" than by empirically-based rationales.
Such an assertion implicitly questions the conceptual and operational efficiency of
teaching methods which have sought to compare the effectiveness of one "method" with
another. It serves also to underscore Ginther's (1964) admonition that more useful
research on teaching-learning processes awaits "more tightly defined learning situa-
tions." Wallen and Travers (Gage, 1963, p. 493-494) appear to concur when they
declare that "research on teaching methods which will contribute to an organized
body of scientific information requires that teaching methods themselves be designed
systematically" and that "research workers must surely go back, take stock of their
position, and realize that the starting place must be the systematic design of
teaching methods."

An effort has been made to systematically design the two experimental teaching
methods employed in the present study in consonance with Ginther's (1964) model for
instructional analysis. This three-dimensional schematization is founded upon a
programmatic approach to instruction. Its first dimension, programming, represents
a bi-polar conceptualization of the manner of control over classroom verbal inter-
action exercised by teacher behavior, specifically employing the polar constructs
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"errorless" vs. "dialectical." The "errorless" pole is characterized by a set: of
conditions for the control of instructional verbal interaction in which students are
led through a series of programmatic steps so devised as to retard, or at least
severely inhibit, "mistakes" on the part of the learner. Accordingly, the learner
is permitted little or no freedom in his classroom behavior, since this polarity is
implemented through a highly structured question-and-answer approach. Th2.

"dialectical" pole, on the other hand, is characterized by a set of conditions in which
students are permitted considerable freedom in the classroom learning situation to
stimulate them to come to an understanding of the matter to be learned through
"discovery" and to correct deficiencies in information, misunderstandings, or inappro-
priate use of information. Considerable f-eedom is also accorded the learner to
formulate and refine original ideas. This bi-polar programming dimension appears
amenable to operationalization through instructional materials, as well as through
teacher behavior pattern or instructional technique, although the present study
operationalizes these polarities primarily through the modality of instructional
technique.

Errorless and dialectical methods are illustrated in the instructional materials
used in the present study, which consist of teaching units in English composition so
highly detailed as to control teacher clasEroom verbal behavior. These units were
developed at the University of Chicago's Center for the Cooperative Study of Instruc-
tion (Rippey, 1966). In classes instructed by an "errorless" technique, students
are provided information in small incremental steps and are questioned immediately
about this information to reinforce learning. An optimal errorless situation occurs
when all students come to a consensus concerning a correct response, which is, in-
cidentally, provided in each interaction by the teacher. In classes instructed by a
dialectical technique, students are stimulated to ask and answer questions and even
to assume control over the direction of class discussion. In the dialectical tech-
nique, student responses cannot be anticipated with the certitude available in error-
less technique. Dialectical cla...3room discussions may well stray from the focal
topic or even from the subject content. In this event, the teacher guides the dis-
cussion back to the matter at hand.

In addition to "errorless" and "dialectical," a third instructional "technique,"
termed "teacher-uncontrolled," is investigated in this study. As the term implies,
the teacher-uncontrolled situation contains neither internal nor external restrictions
over teacher behavior; in this sense, the teacher-uncontrolled modality represents
the teacher's typical behavior pattern uninfluenced by experimental treatment methods,
and is thus analogous to what is termed "traditional" teaching methods in many
educational research investigations.

While the manner of control of verbal interaction in the classroom may be ex-
pected to vary in errorless and dialectical techniques, experimental investigation is
needed to determine whether these differential patterns of verbal behavior, especially
within the context of varying class size, are associated with differential learning
outcomes.

Although the issue of instructional group size has been, and continues to be, a
matter of both professional and public concern, more than six decades of educational
research have failed to provide definitive information about what changes, if any,
obtain in teaching-learning processes and in learning outcomes when class size varies.
Conclusions from research on instructional group size in a variety of subject-matter
areas, in fact, have displayed an amazing uniformity in reporting that achievement
in skills measured by standardized tests is not significantly affected by class size.
In a pioneering effort, Rice (1903) studied language learning in elementary school,
while Corman (1909), Backman (1911, 1913), Boyer (1914), and Elliott (1914) were
interested in promotion rates, and Breed and McCarthy (1916) and Whitney (1929) in
spelling. Stevenson (1922) reported that small classes proved superior only for
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slow students, but Averill and Mueller (1925) found tti.. Jpils in small classes
(12 students) showed greater gains in reading achievement than those in larger
classes, whether or not they were slow students. More recently, Otto (1954) in-
vestigated large classes, with a median size of 37, and "small" classes, with a
median size of 23. He reported that, while the learning enviroiment seemed more
effective in "small" classes, there were no significant differences in subject
matter mastery, or achievement, between small and large classes. Whether a class
of 23 pupils can, in fact, be appropriately regarded as "small" is a moot point.
However, Spitzer (1954), investigating reading comprehension, study skills, lang-
uage skills,and arithmetic skills, found no differences between large and small
classes when pupils' gains were measured by traditional achievement measures.

In contrast, extensive research conducted at the Institute of Administrative
Research, Teachers College, Columbia, prompted McKenna (1957, p. 437) to report that
creativity is accelerated in small size classes and that "promising new procedures
are more rapidly adopted in small classes." Further, McKenna reported that teachers
of small classes came to know more about individual pupils and that there was a
greater tendency to individualize instruction. More group work, in a more informal
atmosphere, characterized the small classes. Enrichment materials were typically
used in small classes, while the dominant mode of information exchange in large
classes was reliance upon the textbook.

Hence, one may provisionally conclude that class size contributes little to
desirable learning outcomes when the criterion is subject mastery as measured by a
standardized achievement test. However, when criteria other than standardized test-
measured scholastic achievement are employed, instructional group size appears to
emerge as a more potent variable in classroom learning. Thus, it becomes important
to conceptualize learning outcomes to include criteria which are regarded as desirable
educational results in addition to achievement as assessed through standardized tests.
Further, it is necessary that operational definitions of class size in educational
research approximate, or at least not vary significantly from, the common meanings
attached to such concepts in current educational practice. In the present study,
small classes are those whose size is 10 or fewer students; medium, those whose size
is approximately 25; and large, those whose size is 40 or more. It is anticipated
that these purely quantitative distinctions will be accompanied by corresponding
qualitative distinctions in terms of distribution of participation and the nature of
student-student and student-teacher interaction (Thomas and Fink, 1963), and the
assessment of group process in the classroom learning situation is an important goal
in this study.

Learning has been customarily defined as behavior change, following, and perhaps
resultant from, experience. The effectiveness of the classroom teaching process is
generally assessed through measurable changes in learner behavior, customarily a
change in mastery of subject matter content, as a result of participation in, or
exposure to, particular learning experiences. In this approach, the assessment of the
effectiveness of the teaching-learning interaction remains indirect, inferred from
evidence gathered about its presumed effects in pre-post achievement measures.

Another, more direct, avenue for the exploration of learning outcomes is suggested
in the pioneering studies of student classroom experiences by Bloom and Broder (1950),
Bloom (1954), and Schulz (1951). These investigators sought to examine the learning
experiences of students by exploring directly precisely what students experience
during the classroom transaction, usually by investigating student thought processes
during given class interactions. Early classificatory systems for categorizing
student experiences employed rather gross categories, such as "recall" vs. "higher
mental processes" (Tyler, 1936). These categories were considerably refined and
rendered more discriminatory in Bloom's (1956) taxonomy of educational objectives,
which provides a system for the classification of learning outcomes in the cognitive
domain.
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Learning outcomes are approached from both vantage points in the present study,
which assesses learning outcomes (1) indirectly through the pre-post treatment
administration of achievement measures and (2) directly through the analysis of
student mental processes. In addition, student satisfaction with, and degree of
participation in, the learning situation under varying sets and "mixes" of class-
room conditions are explored as potentially significant learning outcomes.

Research Design

This study is to be executed during the second semester of the 1966-67 school
year in three secondary schools of the South Bend (Indiana) Community School Corpo-
ration. Subjects in this investigation are to be 935 students enrolled in a sopho-
more (tenth grade) English course stressing skills in composition. In every sense,
this study is to be conducted during "live" classroom situations, with students of
varying levels of ability and motivation who are actually enrolled in a course for
credit offered by the secondary schools which they normally attend, and with all
the contaminating effects attendant upon a "real-life" classroom situation. Instruc-
tors participating in das investigation are four properly certified English teachers
employed by the public schools who, until the time of their participation in this
study, had neither knowledge of, nor familiarity with, errorless and dialectical
instructional techniques. Indeed, they are not to be familiarized with these tech-
niques until after the first phase of the study, which focuses on teacher-uncontrolled
instruction, has been completed. In this sense, the present investigation attempts
also to determine the extent to which teacher-uncontrolled behavior can be modified
and molded into newer, non-traditional patterns, with obvious implications for teacher
education.

The 935 student-subjects in this study constitute the entire population of the
sophomore classes in the three schools in question. Prior to, and after, the experi-
mental phase of this study, they have been and will continue to be instructed in
classes of from between 24 and 35 members, according to techniques which are either
ipsative to individual teachers, or at least unspecified. For purposes of this
investigation, students are to be randomly reassigned from their customary sophomore
English class to experimental classes of varying sizes, within the restrictions
imposed by scheduling and space considerations. Each participating teacher is to
instruct in each of the three experimental classroom group sizes according to each
of the three instructional techniques.

Prior to the initiation of the first experimental phase, measures will be obtained
of student (1) personality factors, through Cattell's High School Personality Factor
Questionnaire; (2) intelligence through the Otis Quick-Scoring Test of Mental
Ability; (3) customary school achievement level, through conversion of each student's
rank-in-class to a standard score in accordance with procedures suggested by Edu-
cational Testing Service (1958); and, (4) family socioeconomic status, through class-
ification of the principal breadwinner's occupation on the Hamburger (1959) Occupa-
tional Rating Scale. Prior to, and at the completion of, each of the three experi-
mental phases in this investigation, measures will be obtained of (5) student subject
mastery, through Rippey's (1965) Criterion Reference Test in English; (6) student
attitude toward English, through the Silance-Remmers (1961) Generalized Attitude
Scale; and (7) satisfaction with the "mix" of the specific classroom conditions to
which each student has teen exposed, through an attitude scale now in the process of
construction for use in this investigation.

At the conclusion of the first, fourth, seventh, and tenth class session during
each of the three experimental phases in this study, measures will be obtained of (8)
student mental processes, through the technique of stimulated rcall (Bloom, 1954).
And finally, following the conclusion of the experimental phases in this study,
measures will be obtained of (9) each student's subjective evaluation and critique of
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the specific "mix" of classroom conditions to which he has been exposed in relation
to the "mix" he has typically experienced during his secondary school career.

During each experimental phase, teacher behavior is to be evaluated by project
staff observers trained in classroom interaction process analysis, through the use
of the Amidon-Flanders (1963) technique. Observations are to be utilized to insure
conformity of teacher behavior to errorless or dialectical behavior pattern, by
providing feedback from observers to teachers at the close of each session during the
second and third experimental phases. Additionally, observations will be utilized
to compare behavior patterns during the teacher-uncontrolled experimental condition
with those emitted during errorless and dialectical conditions.

Each experimental phase occupies two weeks. Within the first two-week period,
all four participant teachers will instruct approximately one-third of the 935
student subjects according to the teacher-uncontrolled pattern. A one-week interval
follows this first phase, coincidental with the spring school vacation period, during
which participant teachers will be given instruction and supervised practice in error-
less and dialectical instructional techniques by experts in each serving as proSoct
consultants. Within the second two-week experimental phase, two participant teachers
will instruct approximately one-sixth of the student subjects according to errorless',
technique, while the other two participant teachers will instruct another sixth
according to the dialectical technique. Within the final two-week period, the two
participant teachers who had instructed according to errorless technique during the
second phase will instruct one-sixth of the student subjects according to dialectical
technique, while their opposite numbers will instruct one-sixth according to the
errorless technique.

Statistical Treatment

Data collected in this investigation in consideration of the first research
question, which inquires into the effect of specified learning conditions upon speci-
fied learning outcomes, will he analyzed through analysis of variance procedures for
three bases of classification, in a 2x2x2 matrix. Bases of classificatior are (1)
class size (small, medium, large); (2) instructional technique (uncontrolled, error-
less dialectical); and (3) teacher style (ipsative characteristics of teachers A,B,
C, and D). Hence, the sources of variance to be analyzed are:

1. Class size

2. Instructional technique

3. Teacher style

4. First order interaction between class size and instructional technique

5. First order interaction between class size and teacher style

6. First order interaction between instructional technique and teacher style

7. Second order interaction between instructional technique, class size, and
teacher style.

Into analysis of variance tables in a 2x2x2 matrix will be arrayed measures of
student subject mastery, student attitude toward English, student satisfaction with
the learning experience, and student mental processes.'

Data collected in consideration of the second research question, which inquires
into the relationship between learning outcomes, will be treated according to
correlation techniques.
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Data collected in consideration of the third research question, which inquires
into the relationship between student characteristics and specified learning outcomes,
are to be treated according to a variety of correlational techniques for single,
partial, and multiple correlation for continuous and dichotomous variables.
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INSTITUTIONAL OBJECTIVES AND PATTERNS OF STUDENT CHANGE

Arthur W. Chickering
Project Director, Project on Student Development In Small Colleges

Plainfield, Vermont

Two interrelated trends are rapidly gaining momentum in higher education. First,
the relevance and effectiveness of the nation's collLges and universities increas-
ingly has been called into question by students, college faculties and administra-
tions, and governmental agencies. The Berkeley riots, the National Conference on
Student Stress, the Campus Environment Studies of the United States National Student
Association (supported by the National Institute of Mental Health)(9), the Conference
on Innovation in Higher Education and the follow up meetings supported by the Office
of Education, (11) and the establishment of the Union for Research and Experimentation
in Higher Education are only the white caps topping a ground swell of increasing
magnitude.

Second, as the establishment of the Association for Institutional Research and
its rapid growth in membership attests, research concerning higher education seems
to increase geometrically each year. Further, more and more of this research is
directly addressed to institutional impact, to trying to discover relationships
between institutional policies and practices and student development.

These two conditions, along with other pressures, are leading colleges and uni-
versities to confront more forthrightly three major questions:

1. Do our students change in college and is that change congruent with our
objectives?

2. If change occurs, when and where does it take place?

3. Are there developmental principles which apply to student change in college
which could help guide decisions?

The studies reported here are relevant to these questions as are the procedures
by which the institution came to grips with them. Like current explorations of
another space, two stages were required to get into orbit: first, re-definition
of objectives; second, examination of student change.

Process

The process began with re-definition at a more concrete level of two major insti-
tutional objectives, the development of independence and of purpose. First, there
was general discussion in faculty meetings concerning the definition of independence
and what behaviors represented such development. Then each faculty member named five
students who best represented high levels of independence, as he conceived it, and
described the criteria underlying his choice. A faculty committee received these
documents and pooled the criteria submitted, generating a definition which was
returned to the general faculty meeting for futher discussion and modification. The
Coordinator of Evaluation compared students most frequently nominated with their
non-nominated peers and found significant differences between the two groups on a
battery of tests and inventories administered to all at the end of their sophomore
year. These differences were congruent with the major dimensions of the definition.

A similar procedure was followed to clarify the meaning of development of pur-
pose. Again, nominated students and their non-nominated peers were compared and
again significant differences were found congruent with the definition.

This work accomplished two aims. Institutional objectives had been translated
into more concrete terms, and particular measures which characterized more highly
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developed students had been identified. Thus, assessment of the development of
independence or of purpose could be undertaken through test-retest studies of first,
second, and fourth year data. Furthermore, it would be possible to see whether
development occurred primarily during the first two years, the last two, or rather
evenly over the four year period. (A report of these test-retest studies is also
available in the context of a general report on this experiment (3).)

These definitional activities yielded six major sub-categories of behaviors and
characteristics which were labeled: Goal Directedness; Personal Stability and
Integration; Venturing; Resourcefulness and Organization; Full Involvement, Moti-
vation and Persistence; InterdepenaeLce. But it seemed wise to push further, to
see whether objectives could be further detailed, and to see whether the timing and
patterns for such development could be more precisely described. To these ends the
faculty studies of student records were undertaken.

For each of these six variables questions concerning specific behaviors or
attitudes represented in the four year records of the 1964 graduates were posed.
Because Goddard uses a system of written self-evaluations and instru,tor comments
rather than grades and examinations, and because the non-resident work term, the
on-campus program, community participation, and extracurricular activities are
subject to evaluation as well as academic study, student records are rich in
material suitable for this kind of analysis. These records were rated for each
semester on each question. Teams of four or five faculty members each assumed respon-
sibility for one or more of the six variables to be assessed.

Preliminary discussion and trial ratings of several students helped create
common standards for a scale from zero to ten with five set as the general expecta-
tion, average, or norm. The rating tasks were then divided so that each student
was rated independently by two faculty members on each question. A student's semester
score on a given variable was the pooled ratings on questions relevant to that var-
iable. Facult; members were asked to rate a single semester for several students
before returning to rate another semester for a particular individual. It was also
suggested that semester reports be drawn at random from a student's folder. It was
hoped that these practices would minimize:

1. The halo Pfect from one semester to another for a particular person;

2. Systematic distortions arising from moving in an ordered fashion from be-
ginning semesters to later semesters;

3. Systematic distortions arising from subtle changes in the rater's standards
over time

The ratings for each of the six variables which resulted from this process were
then standardized and subjected to multiple discriminant analyses (4) to discover
whether change had occurred, and if so, which variables carried greatest weight.
The actual questions posed for each variable are given as the results are discussed.

Results

Statistically significant change (beyond .01 level) was reflected by the
multiple discriminant analysis, and covariance analyses of the scales individually
revealed significant change (.01 level) on each. Weightings on the discriminant
analysis indicated that ratings on Goal Directedness changed most, followed by Per-
sonal Stability and Integration, Venturesomeness, Resourcefulness and Organization,
Full Involvement, Motivation and Persistence, and finally, Interdependence. Exam-
ination of each reveals the different timing and patterns of change which occurred.
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Goal Directedness

The faculty described the purposeful student as one who had conscious and
fairly well defined goals meaningful to himself. He had developed an increasing
ability to see the relationships between his purposes and other aspects of his life,
and his work increased in focus and depth through its relationship to his goals. The
questions addressed to the records for the rating were:

1. Does the student plan his program with reference to a clear goal or purpose?

2. Are courses or independent studies evaluated in terms of their helpfulness
or contribution to a larger purpose?

3. Are objectives for study explicitly related to more general plans or pur-
poses?

4. Is there recognition of gaps in knowledge or skills in relation to purpose?

5. Are efforts made or plans formulated to deal with gaps or weaknesses?

6. Are there general expressions of feeling lost, at loose ends, without any
purpose or direction? (Reverse scoring)

7. Do plans for the Nonresident Work Term reflect concern for some general plan
or purpose?

8. How solid does the final commitment seem?

Averaging of the ratings of these eight questions, from two independent raters,
yielded a score for each semester for each student.

The increase on this variable is substantial and steady, with the point of
sharpest increase coming with the fourth semester. Goddard has Junior and Senior
Divisions, and one applies for, and is accepted to, the Senior Division on the basis
of his prior work. The Senior Division application requires a description of the
work to be undertaken during the last two years. This hurdle, necessitating further
specification of what one is to do and thus clarification of plans for the future,
is probably responsible for the increase reflected at this time.

Personal Stability and Integration

Next in order of magnitude of change came Personal Stability and Integration.
Both the independent student and the purposeful one were described by the faculty
as having a higher level of stability and integration than their peers. They knew
the kind of person they wanted to be and had a sense of balance and perspective.
They tended to see things whole and with a well ordered set of values. They had
sorted out what was important to them and were aware of their own strengths and
weaknesses. They were relatively at ease about problems concerning academic work,
future vocation, marriage and family life. It is not so much that such problems
do not exist for them,'or that they necessarily have resolved the problems, but that
their level of anxiety and concern about such things is relatively low, and their
comfort and confidence in their present state with regard to such matters is relatively
high. The questions in this case were:

1. What is the student's level of reliability and responsibility on work
programs in relation to other responsibilities undertaken?

2. What level of personal stability and integration is reflected by student
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comments in relation to self, or self-development?

3. How comfortable is the student about the kind of person he is, or about
the kind of person he was during the semester? How comfortable about his own past
behavior is he?

Once more there is a picture of substantial and fairly regular change. It is
interesting that the first semester ratings for students on this variable are con-
siderably lower than for any of the others. We realize that the first semester
particularly presents a constellation of adjustment problems which are frequently
quite upsetting, and these ratings are congruent with that knowledge. It is also
interesting to note that in addition to a sharp rise from the first to the second
semester, there is also another acceleration in the seventh semester. This may
suggest that the transition from college to the adult world has already begun, and
that with the imminence of the senior study and with graduation impending a step
is taken toward a higher level of personal organization and integration. This
pattern also supports Mervin Freedman's suggestion that "Perhaps we should think of
a developmental phase of late adolescence, beginning at some point in high school or
prep school and terminating around the end of the sophomore year in college; followed
by a developmental phase of young adulthood that begins around the junior year and
carries over to a yet undetermined extent in the alumni years." (6)

Venturing

Venturing was the label supplied for the student who is open to experience,
willing to confront questions and problems, to discover new possibilities, to dis-
agree and be autonomous, and to initiate things for himself. The questions used to
make connections with the records were these:

1. How much does the student speak up in class? How ready is he to express his
own ideas and join the battle? Does he brood and maintain a stoic silence or does
he externalize his feelings and ideas?

2. How easily does he communicate with the instructor? How free is he to
disagree?

3. To what extent does he engage in study or other activities to tackle per-
ceived weaknesses or liabilities?

4. How frequently does he speak of lack of self-confidence, of fears which
restrict his activities? (Reverse scoring)

5. To what extent does he seek out new, challenging, or unusual work term or
summer experiences? To what extent is the work term used to engage in new experiences
or to test new skills and attitudes?

Students were rated higher for the first semester on this vector than on any other,
and change is moderate. A dip at the third semester is puzzling. It may be this
dip is a period of recovery or quiescence after the difficult adjustments of the
first year. Perhaps the student wants constancy and safety for awhile to consolidate
some of the new positions achieved.

In another somewhat similar institution Lois Murphy observed: "We are familiar
with students who find the multitudinous change involved in leaving their home
settings to come to Sarah Lawrence overstimulating, especially when the home setting
is very different from what they find at college. The experience of overstimulation
is increased by the multitude of choices that must be made and the degree of re-
sponsibility for planning one's own program, the lack of structured social groups,
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the need to find one's way socially as well as intellectually. In other words,
some students feel themselves buffeted about by so many new currents and new
experiences, new oppertunities, demands, and challenges tnat it is hard to organize
their lives." (7) These words certainly are apposite to the first year experiences
of the Goddard student, and as a result the student may be content to be somewhat
free from new challenges and from experiences which might create additional dis-
equilibrium during his third semester.

Resourcefulness and Organization

The faculty described both the independent student ard the purposeful one as
resourceful and well organized. He is practical and able. to work out intermediate
steps to a goal. He knows when he needs help and how to get it; he is efficient,
and knows how to make good use of the resources available to him. Four questions
were used for this vector of development:

1. How freely does the student make use of a wide range of resources for his own
learning?

2. How well does he make plans, follow them, or modLfy them consciously and
judiciously and then follow them?

3. How well does he discover or develop new ways of approaching matters of
concern to him? Of circumventing or overcoming obstacles that appear?

4. To what extent is he able to handle a variety of responsibilities and sus-
tain good effort and performance in relation to all? Hov well is he able to avoid
being overwhelmed at the end of the semester or at other times when several obliga-
tions seem to coincide?

Here again the picture is one of substantial change. Appearing for the first
time is the Senior Division slump. There is a sharp drop of performance in the fifth
semester after admission to the Senior Division. Once over the hurdle, the student
comes down on the other side about where he was when he started. Fortunately, he
must continue, and there is another higher hurdle looming ever closer, for which he
rather quickly seeks altitude. This pattern recurs in tha last two vectors of
change with even greater force.

Full Involvement, Motivation, and Persistence

The faculty definitions of the independent student anO of the purposeful
student both gave a prominent place to motivation and persistence. The indepen-
dent student, it was said, is motivated and working for his own satisfaction. He

has the energy and determination to finish a job. The purposeful student is willing
to tackle routine or difficult jobs congruent with his purposes and is resistant
to obstacles. He continues in spite of mistakes or difficulties. He can sustain
effort in the face of distractions and seeks out extra activities in addition to
academic work which relate to his goal. The.questions used were:

1. In general, how well motivated, persistent, and fully involved was this
student?

2. What was the general level of effort reflected in preparation for classes,
work on papers, and in relation to other kinds of responsibilities?

3. How consistent, steady, and regular was the student's output?

4. How great was the student's interest, enthusiasm, 4.%nd intensity of
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involvement with his work?

5, How good was his attendance in relation to the general expectations and
the nature of the class?

6. What was his level of participation as compared to that which seems to be
usual or satisfying for him?

As with Resourcefulness and Organization, there is fairly substantial change
with a quite similar pattern. There is an even sharper drop after admission to the
Senior Division; fifth semester ratings are substantially below those for either
the third or fourth semester. They do remain higher than those for the first two
semesters; hence, there is not complete regression. However, the recovery is so
much stronger for the sixth semester that the students are about where they would
have been had the rate of development continued uninterrupted.

Interdependence

Interdependence was the variable on which ratings reflected least change.
Mature independence rests partly upon recognition of one's dependencies, upon
recognizing that essentially one is involved with a network of interdependencies.
The independent student therefore, the faculty said, is non-punitive, non-hostile,
attuned to the whole, aware of his own resonances with it, and his own responsibil-
ities to it. The questions they used were:

1. Is the student ready and able to work with others on community affairs such
as recreation events, community government, house business, etc?

2. Does the student pull together with others well on work programs? To what
extent is he conscious of his role in a broader work-program context, when such
a relationship exists?

3. Does he seem to be aware of the relationship between his own behavior and
community welfare in general?

4. Is the student tolerant of differences in behavior or in point of view on
the part of other students or faculty members?

It is interesting to note that the sharpest change occurs in the third semester,
and that fourth semester ratings are nearly as high as those for the seventh semester.
This general pattern is consistent with our observation that second year students
become heavily involved in community activities, and that the involvement does not
increase much beyond; ratings for the sixth and seventh semester are about the
same as those for the third and fourth. Here again, as with the previous two vectors
of change, there is a conspicuous decline during the fifth semester.

Discussion

There seem to be at least two general patterns of change and additional secondary
patterns depending upon how far one thinks the data can be pushed. There is the
rather even and regular pattern of change for Goal Directedness and Personal Sta-
bility and Integration, and the pattern with the fifth semester slump as reflected
for Resourcefulness and Organization, Full Involvement Motivation and Persistence,
and Interdependence. Within each of these two clusters further distinctions are
possible. In the case of Goal Directedness, the fourth semester seems to carry
particular weight, and in the case of Personal Stability and Integration it is the
first and seventh semesters.
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Within the other cluster, change in Resourcefulness and Organization, and
Interdependence occurs during the first two years, while it is during the Senior
Division semesters that greatest total gain in Involvement, Motivation and Per-
sistence occurs, even though this vector shares with the other two a sharp re-
gression during the fifth semester. Venturing, with its sharp decline during the
third semester remains in a class by itself, although it shares with Interdependence
the picture of rather minimal change during the Senior Division years.

In general, most change seems to occur during the first two years. However, more
detailed examination indicates that with Goal Directedness and Personal Stability,
change is quite evenly dispersed over the four years, while Interdependence and
Venturing change most during the first two, and Involvement, Motivation, and Per-
sistence, change most during the last two.

Thus the question, "Do our students change while here, and is that change
congruent with our objectives?" can be answered affirmatively, and the patterns of
various vectors of change have also been susceptible to description. The validity
of generalizing these patterns to other institutions has yet to be demonstrated and
is beyond the scope of this study. If differences in institutions produce differ-
ences in development, then some patterns would be unique (those relating to the
Junior-Senior Division arrangement would be likely candidates, for example.)

But what of the third question? Are there developmental principles which apply
to student change in college? Four seem to receive support, albeit tentative:

First, development occurs according to generalizable sequences. That is to say,
when a group of relatively similar persons undergo relatively similar experiences,
observed over a period of time, change occurs according to recognizable patterns,
patterns which differ depending upon the particular kind of change under consider-
ation. Erik Erikson says: "Whenever we try to understand growth it is well to re-
member the epigenetic principle derived from the growth of the organism in utero.
Somewhat generalized this principle states that anything that grows has a ground plan,
and that out of this ground plan the parts arise, each part having its time of special
ascendancy, until all parts have arisen to form a functioning whole.... it is impor-
tant to realize that in the sequence of his most personal experiences the healthy
child, given a reasonable amount of guidance, can be trusted to obey the inner laws
of development, laws which create a succession of potentialities for significant
interaction with those who tend him." (5) The distinctive patterns discovered above
suggest that this principle still holds during the college years.

Second, development occurs through sequences of differentiation and integration.
As Nevitt Sanford has formulated it, "A high level of development in personality is
characterized chiefly by complexity and by wholeness. It is expressed in a high
degree of differentiation, that is, a large number of different parts having different
and specialized functions, and in a high degree of integration, that is, a state of
affairs in which communication among parts is great enough so that the different
parts may, without losing their essential identity, become highly organized into
larger wholes in order to serve the larger purposes of the persons....This highly
developed structure has a fundamental stability which is expressed in consistency of
behavior over time....But the structure is not fixed once and for all, nor is the
consistence of behavior absolute; the highly developed individual is always open to
new experience, and capable of further learning; his stability is fundamental in the
sense that he can go on developing while remaining essentially himself." (8) Such
development may occur in a step-like process where increasing differentiation is
accomplished by an acceleration in behavioral change, followed by development of
integration at a higher level, during which deceleration of change in external
behavior occurs. The patterns for Goal Directedness and for Personal Stability and
Integration conform to this principle quite well.
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Third, development is congruent rather than compensatory. Terman's longitudinal
study of gifted persons (10) well documented this principle, and it is supported
further here. Change occurs in all vectors, and not in some at the expense of the
others. Although the patterns of change differ, the relationships among them do not
suggest that lack of change in one area is compensated by greater change in another.
When the figures are laid one above the other, the picture is more of a single cord
proceeding upward with interweaving strands, than of two separate cords proceeding
in opposite directions.

Fourth, development decreases as relevant conditions become more constant. Thus,
the approach of entrance to the Senior Division provokes acceleration in Goal
Directedness, and with assimilation of the new experiences of the first semester and
in anticipation of graduation Personal Stability and Integration move to higher
levels; plateaus and regression follow admission to the Senior Division and entrance
into the comfortable Junior Year. Freedman makes a similar observation of Vassar
alumni,observing that "the increased stability and well-being of alumnae as compared
to seniors is primarily a product of the less rigorous lives of the former, the
lessened intensity of the demands made upon them." (6)

These principles clearly have relevance for institutions planning innovation and
experimentation, or institutions facing decisions concerning current practice. If

the dimensions of development for students in an institution can be identified and
patterns of change described, then questions concerning the nature of experiences to
be introduced and the timing and location of thei.r. introduction can be answered more
soundly. The existence of plateaus and points of regression suggest periods during
the student's experience where enrichment of conditions or additional stimuli relevant
to that vector of change might be helpful. Consequently, the fifth semester slump
in three variables at Goddard College suggests the need for some attention to what
is asked of students during this time, some attention to the differences in student
experience during this period as opposed to others. And finally, as long as the
strands of development generally move together, new programs, new conditions of
living, new experiences can be added to foster change in some areas, without great
risk of diminished development in others.

Finally, numerous questions remain which these studies only raise more sharply.
These discussions concern students who graduated, who successfully completed a four
year experience. What is the picture for those who left before graduating? What
kinds of development occur among the drop-outs who are at the institution for varying
lengths of time? And more generally, what really accounts for these differences in
pattern and timing? What elements of the college program operate significantly in
these various areas? What in the lives of students affects them causing these
different kinds of development to occur? And how permanent are these changes? How
much have the changed behaviors, reflected in the records, resulted in more enduring
changes in the individuals themselves, changes which will be sustained in future
contexts more benign or malignant?
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YEAR ROUND EDUCATION AND THE INSTRUCTIONAL PROCESS

Irma T. Halfter
Director, University Evaluations

De Paul University

Many colleges and universities are endorsing the principle of acceleration through
calendar change for the ,:full-time students in their institutions. The quality of
such accelerated education in vigorously debated by faculties and administrations,
but not its assumed consaquence: that per capita cost of education will be less.
Schoenfeld and Schmitz, in their thorough and concise study (1964) of the many forms
of accelerated or year round education, conclude: 1) Acceleration, now thor-
oughly researched and evaluated, is widely accepted; yet the experiments and studies
have focused primarily on the elite fractions of the student body; 2) prevention of
decline in quality of education through acceleration depends on obtaining "regular,"
full-time students to attend and teachers to instruct (in short, the academic cal-
endar design does not exist in a vacuum, and student enrollment must be approximately
equal in each term, otherwise operational and capital savings fail to materialize);
3) institutions which have substantial summer enrollments for special audiences must
evaluate the academic and financial consequences if the university adds or switches
to a target enrollment of regular, degree students.

Acceleration

Educational change is seldom confined to elite students or elite institutions.
Urban, commuting universities (such as De Paul University) propose calendar-cur-
riculum change to year round study for their working-class degree students, who are
at least partially or st6stantially self-supporting. Such institutions also have
large, special audience enrollments in the summer. To suggest consequences for
curricular-calendar change institutional research in such institutions may need to
establish, before such ctanges in the .lalendar, vhat resources of the university
full -time day students used (when they used them, and for how long) and whether
graduating student behavior differed from non-graduating student behavior. One
approach is to establish Modal Patterns of Attendance on the assumption this infor-
mation may provide a base for decision-making for two categories of problems: the

effect of year-long education on finance and work-experience for the described
students, and the probability of year-long attendance occurring, to keep at least
level operating and capital cost of the institution. Modal Patterns of Attendance
should indicate, for example, whether students had utilized off-time offerings (e.g.
summer sessions or evening study), how extensively this occurred, whether they accel-
erated or decelerated study, and whether attendance was consecutive or non-consecutive.

Situation

De Paul University, with a two-semester day calendar, will change to a four-
quarter calendar, day and evening. The calendar change in September, 1967, imple-
ments a total curricular revision on a university basis as well as the formation of
a new college and the restructuring of the relationships of all other' administrative
units and colleges, day and evening, to the new college. Many in the university
had assumed: 1) Regular, full-time day students were earning their degrees in
eight semesters of consecutive day study; 2) Students who did not earn their
degrees in eight consecutive semesters were non-graduates and "De Paul drop-outs."

Procedure

A longitudinal study of the records of 667 full-time day students entering
September 1961, and still in progress, is establishing Modal Patterns of Attendance
by college of enrollment on entrance, at any subsequent time, by sex, and in two
categories: graduates and non-graduates.
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Some Findings

1) The permutations and combinations of patterns of attendance were so numerous
that principal patterns had to be selected for study. 2) Whereas with graduates
there are six major patterns of attendance, with non-graduates (at the point of
time of the study) there are eighteen major patterns (CF. selected charts). 3) The
univursity (and all sub-g-oup) graduates did not typically earn their degrees by
the semester-only pattern of study. 4) All categories of university graduates uti-
lized summer sessions and/or other times, although there were differences by college
and sex. 5) Summer sessions were utilized by non-graduates if the non-graduates
completed four semesters of study. 5) Summer sessions were generally utilized by
university graduates more than once, i.e. sixty-five per cent attended two or more
summer sessions. 7) Consecutive or non-consecutive semester patterns of attendance
varied with graduates and non-graduates, with the graduates in four years having
predominantly a consecutive-semester pattern of attendance--with or without summer
school and other times. 8) A university graduate had slightly more than a fifty-
fifty chance of being graduated with the prescribed number of hours. (This inci-
dental finding has provoked much "soul searching" by the departments and the uni-
versity of why students are graduating with more than the required hours. Academic
incompetence is not the reason. Students in Commerce, for example, had a better
chance of graduating within the hour-requirement than in Liberal Arts.) 9) De Paul
was experiencing a "drop in" of students rather than a "drop out" of students. The
study of individual patterns of attendance confirmed a previous tentative finding:
the graduating rate of entering full-time day students in 1961 is now (February,
1967) fifty per cent, as contrasted with a four-year graduating rate (June, 1965)
of thirty-four per cent. With thirteen per cent of 1961 non-graduates now in
attendance, the graduating rate of the original 1961 group may be expected to reach
fifty-five per cent. In short, decelerators were substantial in number. 10) The
eventual graduating rate of women will approximate that of men--forty-seven per
cent versus fifty per cent.

Co1Aclusions

The utilization of summer sessions and of other times for degree study would
seem to indicate year round education will not be an altogether strange notion for
De Paul students. On the other hand, the findings do not warrant stating that the
attendance of these students would alone support a summer session at De Paul. The
report does not indicate why this use of summer sessions or other times occurred.
The relationship between year round education and year-round financing of education
by working students is not established. For the designers of the new academic
curricula and methods and modes of learning, however, some acceptable implications
seem to be: The proposed sequential planning of courses and their being offered
only in the autumn-winter-spring quarters may adversely affect students' flexibility
of choice of time, place, and kinds of educational experiences. The pacing of the
new interdepartmental offerings and restructuring of old, departmental offerings,
in relation to the new divisional offerings, may be affected--to say nothing of
increasing the problem of equating course credits over time and of the inevitable
changes that occur with experimental designs.
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PREDICTABILITY OF COLLEGE GRADES:
DIFFERENCES BETWEEN TUO APPARENTLY LIKE COLLEGES

O. W. Hascal'l

Regional Director
American College Testing Program

The accuracy with which freshman grades can be predicted is greatel.,,,for some col-
leges than for others Why more precise predictions can be made for one'iptitution
than for another is usually vague and not often understood. This study is all,,ottempt
to pinpoint some of the factors which may account for a wide disparity in the acc.:r;:tcy
of freshman college grade predictions at two colleges.

Method

To focus on this problem, the characteristics and dynamics of two colleges with
many outward similarities were studied. Both colleges bear the nickname "School of
Mines" in their respective states; both offer degrees in mining engineering, related
engineering fields, and in non-related engineering disciplines; and both are approx-
imately the same size. Furthermore, both institutions have participated in the ACT
Research and Class Profile Services. For our purposes, the colleges are identified
as "Western Tech" and "Midwestern Tech."

Table 1 presents data which explain why these two colleges were chosen for this
study. On the basis of identical variables, the optimum correlation with first year
college grades is relatively low at Western Tech but quite high at Midwestern Tech.

Table 1. Correlations Between Certain Variables and First Year
Overall Grade-Point Averages at Two Colleges

Variables
Western Tech

Correlations

Tech

TH-Index
.694

ACT scores
English
Mathematics
Social studies
Natural science

H. S. Grades
English
Mathematics
Social studies

TH-Index
.373

Midwestern

.120

.132

.197

.140

.339

.239

.179

T-Index
.205

H-Index
.391

.368

.517

.440

.345

.515

.519

.452

T-Index
.569

H-Index
.639 /

Natural science .336 .512

In an attempt to discover some of the factors which may account for the differences
in these correlations, several sets of information were examined. The ACT Research
Reports for the two institutions contain the data from which the information in Table
1 was extracted. In addition to these kinds of correlations, the Reports contain
correlations between eight variables and grades in certain subjects. Both colleges
used grades in freshman English, freshman mathematics, and freshman chemistry as
criteria. Western Tech also used grades in "History" and "History of Civilization"
as criteria, while Midwestern studied the relationship between the eight variables
and "engineering Graphics." The Research Reports also contain frequency distributions,
means, standard deviations, expectancy tables, and other data which are by-products
of the correlation statistics.
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Another source of informati was the ACT Class Profile Report for each of these
colleges. That Report describehe characteristics of enrolled freshmen according
to answered questions on the Studer Profile Section of the ACT battery at the time
they taok the examination. In that Section, the student was asked to answer questions
about his plans for college and about h&.jzersonal and family background. The Class
Profile Report describes the colleges' freshqian classes in terms of the proportions
of students who answered these questions in a:Liven way.

Information about the way in which final examinatjuns in certain courses were
prepared and administered, grading practices in reined-a1 courses, and proportions
of students in certain curriculums was obtained by meang'oj a questionnaire which was
completed by administrators at the two colleges. Additiohakinformation about course
requirements for freshmen was obtained from the catalogs of two institutions.

Tables 2 and 3
colleges pursue.
are quite similar

Results

show the general nature of the courses which freshmenX the two
While there are slight differences, the general pattern 6.Z courses
at the two colleges.

kecluired Freshman Courses in Engineering CurriculumsTable 2.

Western Tech

Chemistry 10 hrs.
Lngr. Graphics 4 hrs.
English 6 hrs.
Anal. Geom. and Calc. 10 hrs.
Phys. Educ. 2 hrs.

Electives 6 hrs.

Midwestern Tech

Chemistry 8 hrs.
Engr. Graphics 4 hrs.
English 6 hrs.
Anal. Geom. and Calc. 8 hrs.
Phys. Educ. 2 hrs.
Mil. Sci. 2 hrs.
Electives 6 hrs.

Table 3. Required Freshman Courses in Most Non-Engineering Curriculums

Western Tech

English 6 hrs.
Modern History 10 hrs.

or

Hist. of Civ. 6 hrs.
Mathematics 8 to 10 hrs.

or
Chemistry 10 hrs.

or

Geology 6 hrs.
Phys. Educ. 2 hrs.

Elective 0-6 hrs.

Midwestern Tech

English 6 hrs.
Soc. Sci.

or

Humanity Elec. 6 hrs.
Anal. Geom. and Calc. 8 hrs.

Chemistry 8 hrs.

Phys. Educ. 2 hrs.
Mil. Sci. 2 hrs.
Elective 4 hrs.

Table 4 presents a comparison between the two colleges on the basis of certain
student characteristics. Generally the characteristics of freshmen on both campuses
are quite similar. However, a few striking dissimilarities are noteworthy. At
Western Tech, only about one-fourth of the students are purging an engineering cur-
riculum while about three-fourths of Midwestern Tech freshmen are enrolled in an
engineering program. That 82 per cent of Western Tech's freshmen plan to work,
compared with 59 per cent of Midwestern Tech's freshmen, probably indicates another
difference in the characteristics of the two student bodies. Some further differences
are observed in the "type of home community" from which the freshmen came.
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Ta' . 4. Demographic Characteristics

TechWestern Tech Midwestern
Freshman Enrollment

Men
Women

Number in Engr. Curriculum 79

Number in Non-Engr. Curriculum 230

Educational Plans
Per cent planning for bachelor's

257
52

309

14

309
(26%)

(74%)

323
250 apx (77%)
123 apx (23%)

degree 51% 48%
Per cent planning for some graduate

work 30% 44%
Other 19% 8%

Housing Plans
College dorm 23% 59%
At home 69% 27%
Other 8% 14%

Per Cent Planning to Work Part Time 82% 59%

Most Important Goal in Attending College

To develop mind and intellectual
abilities 31% 30%

To secure vocational or professional
training 53% 56%

Other

lype of Home Community
?arm or open country

16%

12%

14%

40%
Ci.ty or suburb under 100,000 population 80% 52%
Othr 8% 8%

Age at Enrollment
17 or younger 11% 16%
18

',..
537 64%

19 18% 4%
20 or older 18% 16%

Marital and Dating Status
Married 5% 7%
Engaged, g...ing steady, or date same

person 27% 30%
Date more than one person 46% 41%
Do not date at all 16% 16%
Other 6% 6%

Estimated Family Income
Less than $5,000 17% 19%
$5,000-7,499 38% 28%
$7,500-9,999 11% 15%
$10,000 and over 11% 18%

Do not know 20% 15%
Considered confidential 3% 5%
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The figures in Table 5 present a comparison of the two groups of students accord-
ing to their academic ability (as measured by the ACT composite score and the average
of four self-reportad high school grades) and the freshman college grades they
received. The students at Midwestern Tech have consistently higher mean high school
grade averages than those at Western Tech. However, in three areas (English, mathe-
matics, and history) Western Tech's freshmen earned a higher college grade-point
average than Western Tech students. The highest mean grade-point average in Table 5
is 2.57 for Western Tech's freshmen who were enrolled in "History" and "Civilization"
courses. Note that this mean is at the 98th percentile when compared to the mean
grade-point averages in other social study courses at other colleges which have par-
ticipated in recent ACT Research Services.

Students Enrolled
In

English
Mean
S.D.

%-ile of Mean**

Mathematics
Mean
S.D.

%-ile of Mean**

History and Civiliz.
Mean
S.D.

3/4-ile of Mean**

Engr. Graphics
Mean
S.D.

Chemistry
Mean
S.D.

%-ile of Mean**

Overall
Mean
S.D.

%-ile of Mean** 84 49 51 99 93 68

Table 5. Academic Characteristics

Western Tech Midwestern Tech

ACT Aver. of College ACT Aver. of College
Composite 4 h.s. g.p.a.* Composite 4 h.s. g.p.a.*
Score grades Score grades

21.4

4.58
2.55

.72

2.19

1.11

25.1
3.32 .

2.95
.66

2.01

1.00
80 45 64 99 93 36

22.2 2.66 2.16 25.3 2.95 1.87
4.47 .80 1.24 3.26 .67 1.18
91

21.3

4.82

62

2.58

.74

71

2.57
1.03

99 93 28

79 47 98

25.2 2.96 2.07
3.34 .66 1.01

21.1 2.59 2.27 25.3 2.97 2.42
4.90 .77 1.42 3.23 .64 .96

76 50 88 99 95 97

21.7 2.58 2.15 25.1 2.95 2.23
4.19 .69 1.04 3.32 .66 .80

* Refers to English g.p.a. in English area, mathematics g.p.a. in math area, etc.
** Refers to the percentile rank of this mean compared to the means of all colleges

in recent ACT Research Services.

The information in Tables 6 and 7 is taken from the responses given on the ques-
tionnaire. While the freshmen at Midwestern Tech who enroll in first semester English
take the same final examination regardless of which instructor teaches the course,
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Western Tech's freshmen take different final examinations in English, depending upon
which instructor teaches the class. The information in Table 7 reveals further dif-
ferences in the grading practices of the English classes at the two colleges and dif-
ferences in the proportion of freshmen enrolled in the remedial English sections.

Table 6. Freshman Courses in Which a Common (Departmental) Final
Examination Was Administered

Western Tech

Mathematics
Chemistry
Geology
History
Hist. of Civilization

Midwestern Tech

Mathematics
Chemistry
English (fall semester only)

Table 7. Selected Responses to Items on the Questionnaire

Western Tech Midwestern Tech
In what disciplines are
so-called "remedial" or
slow-moving courses offered?

Mathematics (007,008,005) Mathematics (91)
English Comp. (099) English (110)

Are there about the same
number of A's and B's given
in these "remedial" classes
as in the "regular" classes?

Yes

Additional Comments.

No. Less A-B grades;
more D-F

This past year, forty per- English 110 (remedial)
cent of all entering fresh- --in which about ten
men took the "slow" English percent of our fresh-
course. men have been enrolled

--will be dropped next
year.

Discussion

The results of this study reveal some differences between these two technological
colleges. Whether or not any one or several of these differences might account for
the difference in predictability of freshman grades may be examined by propoEing the
following hypothesis: Freshman grades at Western Tech may be more a function of the
curriculum and courses in which the student enrolls than a function of his attributes
as measured by the eight variables which have been correlated with college grades.
At Midwestern Tech, these functions are controlled in such a way that they have little
or no effect on the students' overall grade-point averages.

This thesis may be examined and illustrated by presenting the records of two hypo-
thetical students (Table 8). On the basis of ACT scores and high school grades, John
is portrayed as a student for whom a lower overall freshman college grade-point average
would be predicted than for Frank. However, according to the theory which has been
proposed, it is entirely possible for John to achieve higher freshman grades at:
Western Tech than Frank. First (as illustrated in Table 8), John chose to enter the
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Table 8. Hypothetical Records of Two Students

ACT Scores
John

English 14
(chooses Math 15

non-engr. Soc. St. 12
curriculum) N. Sci. 13

Frank

(chooses

engineering
curriculum)

H. S. Grades

English C

Math
Soc. St. C

N. Sci. C

ACT Scores

English 22

Math 24
Soc. St. 20
N. Sci. 21

H. S. Grades

English B
Math A
Soc. St. B
N. Sci. A

Possible First Year College Grades
Western Tech Midwestern Tech

English (rem.) B
Math (rem.)
History
Phys. Ed. A
Elective

Overall g.p.a. 2.5

Chemistry
Graphics
Engl. (reg.)
Math (reg.)
Phys. Ed.

C

B
D
C

B

Overall g.p.a. 2.2

Eng:Ash (rem.) D
Math (rem.)
Chemistry
Humanity
Mil. Sci.
Phys. Ed. A
Overall g.p.a. 1.2

Chemistry
Graphics
Engl., (reg.)

Math (reg.)
Mil. Sci.
Phys Ed.

Overell g.p.a. 2.5

non-engineering curriculum at Western Tech which provided him an entry into the high-
grading history class, an opportunity not afforded Frank becawe he chose the engineer-
ing program. Further, John enrolled in the remedial English and mathematics courses
(because of wee.knesses in these areas) but was able to earn B'o in both of these class-
es because of the grading practices at Western Tech. Frank, on the other hand, enrolled
in the more rigorous English and mathematics classes with a "tough" grading English
instructor; therefore, he made only a D in English. If these Ivo students had enrolled
at Midwestern Tech, John would probably have made a much lower overall grade point
average than Frank because students in. both engineering and non-engineering programs
take equally rigorous curriculums and because a disproprotionate number of D's and F's
are given in the remedial English and mathematics courses at Mulwestern Tech.

This explanation is only a theory. The next step in this study will be to examine
the individual records of freshmen included in the study to see if the actual records
do, in fact, resemble the hypothetical cases of John and Frank.

The results of this study have also been examined in the light of four common
explanations for high correlations between variables and college grades as follows:

1. Unusually high correlations are often obtained when there is great variability
in the academic potential of the students included in the sample and/or when there is
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great variability in the college grades given. This explanation for the difference
between the predictability of college grades at Western Tech and Midwestern Tech
must be rejected. Western Tech's students, for which the lower correlation was
obtained, have considerably more variability than Midwestern Tech's students. At
Western Tech the standard deviation for the ACT composite score was 4.19, compared to
3.32 for Midwestern Tech; the standard deviation of the average of the four high school
grades was .69 for Western Tech, compared with .66 for Midwestern Tech; and the stan-
dard deviation for the overall college grade-point average at Western Tech was 1.04,
compared to .80 at Midwestern Tech (Table 5).

2. Unusually high correlations are often obtained when the college courses are
particularly homogeneous; that is, when the freshmen are generally taking the same or
very similar courses as opposed to a wide variety of subjects. This statement may be
accepted as a partial explanation for the difference between the predictability of
grades at the two colleges. The information in Tables 2, 3, and 4 indi:ates that the
students at Midwestern Tech are pursuing a more common freshman curriculum than are
the students at Western Tech.

3. Higher correlations may be expected when the environmental conditions of the
students are standardized; that is, when all freshmen live on campus, none are involved
with part-time work, etc. There may be some merit to this explanation when it is
noted from the data in Table 4 that a greater proportion of Midwestern Tech's students
do plan to live in college dormitories, and fewer plan to work part-time than do
Western Tech's students.

4. When the sample of students studied contains a high proportion of those who
are extraordinarily oriented toward academic goals, high correlations may be expected.
Some of the results of this study indicate that this explanation may account, in
part, for the higher correlations that were obtained at Midwestern Tech. A larger
proportion of those students do plan to do some graduate study (Table 4); and their
academic potential as evidenced by mean ACT scores and mean averages of four high
school grades are significantly higher than students at Western Tech. However, when
these two groups of students were asked to indicate their most important goal in
attending college, the responses for the two groups were very similar (Table 4).
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STUDENT PERCEPTION OF GRADING PRACTICES
AT THE UNIVERSITY OF WASHINGTON

James K. Morishima
Acting Director, Office of Institutional Educational Research

University of Washington

Each winter the Registrar's Office of the University of Washington distributes a
report which summarizes the grade distributions in various courses offered at the
University during the fall quarter. Informal analyses of these reports reveal dis-
parate grade distributions between sections of the "same" course.

Armed with the foregoing information, the Associated Students of the University
of Washington (ASUW) Educational Affairs Commission (to which the author was a fac-
ulty representative) requested a study by the Office of Institutional Educational
Research.

The results of that study (Morishima, 1963) indicated that one-half the students
at the University of Washington had positive reactions to the general grading pro-
cedure at the University. The study reported herein is an extension of the earlier
study.

Method:

As an adjunct to a study of examination schedules and student behavior (Morishima,
1967), the Office of Institutional Educational Research administered a questionnaire
designed to yield data relevant to student satisfaction with certain aspects of the
grading practices of various courses at the University of Washington. It was hoped
that the experience gained from a previous report (Morishima, 1963) and the open-
ended segment of the questionnaire would shed light on the degree of satisfaction
felt by students with the grading systems utilized in their various courses.

It was well recognized at the outset that the subject of "grading practices" was
a complex beast with a seemingly innocuous title, and that students would be answer-
ing the questionnaire with various grading practices in mind. In an effort to pro-
vide some anchor, students were asked to fill out one questionnaire for each course
they were taking.

Three hundred subjects (125 Ss during the first week of instruction, spring, 1966,
and the 175 Ss who participated in an earlier study (Morishima, 1967) during the
last week of instruction, spring, 1966) were randomly selected, and a trained inter-
viewer contacted them at a mutually convenient time and place. Each S was asked to
fill out one questionnaire for each course he was taking (excluding physical educa-
tion and R.O.T.C.). Upon completion of the questionnaires, questions regarding the
various courses, instructors, etc., were asked by the interviewer in a highly un-
structured interview format.

Since there were no reliable differences between the two groups of students, the
results have been combined in most of the analyses. Furthermore, the comparable
questions from the earlier survey ( Morishima, 1963) were not significantly different
from the present survey.

Table 1 summarizes the responses to the question, "What is your opinion of the
system for giving final grades in this course? Do you think it is a fair system or
an unfair system for determining how much you have learned? I think the grading

system for this course is: (check one)."

1 53
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Table 1. Opinion of Grading System at University of Washington

Total
Category

Male Female

N N % N %

Very fair 15 02.7 14 03.3 29 03.0
Quite fair 93 17.0 93 21.7 186 19.0
Pretty fair 179 32.7 136 31.7 315 32.2

Total positive 287 52.4 243 56.7 530 54.2

Somewhat fair 107 19.5 93 21.7 200 20.5
Somewhat unfair 111 20.3 78 18.2 189 19.3

Total "neutral" 218 39.8 171 39.9 389 39.8

Pretty unfair 25 04.6 10 02.3 35 03.6
Quite unfair 13 02.4 4 00.9 17 01.7
Very unfair 5 00.8 1 00.2 6 00.7

Total negative 43 07.8 15 03.4 58 06.0

Grand Total 548 100.0 429 100.0 977 100.0

Table 1 indicates that over one-half the courses taken by the students in the sam-
ple were seen as having a fair means of arriving at final grades.

When these data are further subdivided on the basis of courses giving most fre-
quent (MF) or most hours (MH) of examination vs. courses giving least frequent (LF)
or least hours (LH) of examination, students were found to rate the former as
"fairer" than the latter (P4.01). In short, MF and/or MH courses were judged signif-
icantly more positively than LF and/or LH courses.

This result may be coupled with the data summarized in Table 2. Table 2 presents
the results of a content analysis for MF or MH courses vs. LF or LH courses for the
question: "What changes would you make in either the system of giving course grades
or the mid-term and final examinations in order to make these fairer ways of deter-
mining how much you have learned in this course?"

Table 2. Suggestions for Changes

Total
Category

Hours/Frequency of Examinations
Most Least

N* % N* % N* %

More exams 5 01.6 94 19.9 99 12.4
More refined grading system 23 07.2 83 17.6 106 13.4
Make former exams available 44 13.7 60 12.7 104 13.1
More objective items 76 23.7 83 17.6 159 20.1
More subjective items 84 26.2 87 18.4 171 21.6
Other 35 10.9 42 08.9 77 09.7
No comment 54 16.7 23 04.9 77 09.7

Total 321 100.0 472 100.0 793 100.0

*Note: Totals may exceed 300, since some students volunteered more
than one suggestion.

1 0
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Two questions relate to our concern about the relationship between examination
schedules and student suggestions for system changes. First, students who are not
examined frequently request more examinations. Second, these same students want a
more refined grading system. Both differences between "most" and "least" are signif-
icant at less than the .01 level.

Another interesting dlfference between the two groups appears. The LF and LH
questionnaires contain more comments than MF and MH questionnaires. Note that there
are no differences between the groups on requests for more objective test items,
more subjective test items, or "others." There is a slight, though nonsignificant,
tendency for students who are infrequently tested to request that past exams be made
available in the library, for example.

It is of interest to note that when the residence of the students is taken into
consideration there is a significant difference between students from each of the
groups (fraternity and sorority, residence halls, and "commuters") in the frequency
with which they requested: (1) that former exams be made available (P = .02), and
(2) that more subjective test items be given (P = .04). (Moreover, Greeks requested
objective items in tests slightly more frequently than did non-Greeks.) In other
words, a few Greeks, slightly more "dormies," and even more commuters requested that
past exams be placed on file somewhere, while commuters, dormies, and Greeks, in
that order, requested more subjective items in examination. It appears as thougn we
have not been suffering from pluralistic ignorance. Greeks do appear to have readier
access to test files than do "dormies ',' who, in turn, have access to more test files
than do the commuters. The foregoing statement is, however, an inference drawn from
the data, since we did not ask whether students had access to test files.

It is of further interest to note that only fifty-eight of the questionnaires
(see Table 1) revealed that the means of arriving at final grades was thought to be
unfair. Yet Table 2 reveals that students had a great many suggestions for changes.
Perhaps more refined analysis will shed some light on the reasons for this difference.

Discussion:

These data tend to indicate that most students at the University of Washington
are satisfied with the present grading system. This result replicates in a different
form reaction to Guthrie's (Wilson, 1963) proposal to enact a finer grading system
at the University. Guthrie found opposition from three quarters: (1) faculty who
complained that assigning students to one of five categories was difficult enough;
(2) students who felt that a finer discrimination coupled with the gross achievement
measures in use would be unfair to borderline students, i.e., students with very min-
imal GPA's; and (3) the administration, i.e., the Registrar's Office, which felt
that the grading system would cause more administrative red tape and would make the
University's grading system unlike that employed by most colleges and universities.

The data we have tend to indicate that before a finer grading system is introduced,
changes in the discrimination of level of achievement must be made. That is, it is
not very meaningful to further subdivide the gross categories (A through E) when
these subdivisions cannot be accurately assigned. There was little tendency in the
interview material, however, for students to call for a grosser grading system, e.g.,
pass-fail.

One finding bears special mention. If it is true that commuters have little if
any access to previous examinations, then the faculty of an institution (such as the
University of Washington) which has a large commuter population should be encouraged
to make "back tests" available to all students in the course to minimize giving some
students advantages over others. Such a system may be especially critical in courses
where students are examined twice--once at mid-term and once at finals. One
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instructor at the University: of Washington who was accoustamed to giving just a mid-term and a final changed his system somewhat. He gave a sample examination in classfor class discussion before the mid-term examination. Results compared with the per-formances of students enrolbd in the same course the preceding quarter indicatedthat students performed better on the mid-term and final in the sample examinationprocedure. In effect, studelts had learned what to expect from the instructor.

Finally, it is suggested :hat further work be done on this problem, utilizingeither larger numbers of respondents or blanket coverage in selected courses and/orsections.
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AN ANALYSIS OF GRADING PRACTICES

Dwain F. Petersen
Post-doctoral Intern, Office of Institutional Research

Michigan State University

The use of a grading system can be likened to the use of a taxonomy of educational
objectives. According to Bloom, et al, (1955): "...the major task in setting up any
kind of taxonomy is that of selecting appropriate symbols, giving them precise and
usable definitions, and securing the consensus of the group which is to use them."
The symbols of grading have been selected, and whether or not they are appropriate is
presently irrelevant; the A through F grading system is the custom throughout
higher education. The symbols do not, however, have precise definitions nor is there
a consensus concerning how they are to be used.

Purpose

It is my purpose to present data related to current grading practices, focus on
some specific variables, and to project possible courses of action directed at more
consistent treatment of these variables. To achieve these purposes for the
current scene, illustrative data from a computer-produced "Grading Practices
Analysis" report will be analyzed from the standpoint of the following questions:
(1) Are there differences in mean grades assigned among the several colleges of a
university or among levels of courses taught? Within a college? Within a department?
(2) In the several sections of large enrollment courses, is there variability among, or
differences in, mean grades assigned when common final examinations rather than indi-
vidual instructor-prepared examinations are utilized? (3) Are there differences in
mean grades assigned to honors sections compared with all other courses enrolled in
during the same term by the same students? (4) Is there a relationship between section
size and mean grade assigned in a section? (5) What are the grading practices in
remedial courses in which grades are assigned? (6) What are some alternative courses
of action and what would be the results of such action? These questions are only a
sampling of the questions which could be asked as Juola (1967) has presented a paper
based on this same grading analysis report.

Over thirty years ago at the University of Chicago it was stated: "The lack of
reliability of teachers' marks has been pointed out so frequently in educational
literature as to need no further demonstration" (Reeves, Peik & Russell, 1933). One
might expect that in the intervening years the problems of grading have been resolved.
Yet it appears that little if any progress has been accomplished toward solving them.
Most recently Juola (1967), after studying grading practices at Michigan State Uni-
versity,concluded: "...many of our college-level grading practices border on being
chaotic. Historical precedence has often seemed to provide the only basis for our
practices and even this historical basis has been highly distorted." It might be
argued that effort directed at ameliorating the situation is wasted; but since grades
continue to be important to students just as salary is important to the professor,
we should attempt to remove as many inequities as possible. To retain a proper
perspective, however, we need to remember tlat there is much more to teaching and
learning than salary and grades.

The Grading Practices Analysis Report

The data presented in this paper are relevant to one institution, but the vari-
ables exist throughout higher education. Taey are probably the result of similar
factors in the various institutions of higher education. To isolate problems of
grading practices the Office of Institutional Research at Michigan State University
has directed the development of a "Grading Practices Analysis" report by the Systems
and Programming Section of Data Processing. The report is generated from the grade
card tape in student number sequence. The computer produces an analysis grade card
record.

1.
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This analysis is based on the assumption that the average grade earned by students
registered in a given section in all of the other courses in which these same
students are enrolled during the same term indicates the average ability in the
given section. There are many other variables involved in grading, but there is no
reason to believe that they are not self-compensating among the registrants in any
riven section. I have used the most sensitive measure that can be derived from this
assumption, which is the DIFFERENCE IN MEAN GRADES The DIFFERENCE IN MEAN GRADES
is the difference between MEAN GRADE IN SECTION and MEAN GRADE IN OTHER COURSES.
The MEAN GRADE IN SECTION is also used frequently and is simply the average grade in
a given section.

Results

To investigate differences by colleges and levels the "Grading Practices Anal-
ysis" for Fall, 1965, was sampled, and an analysis of variance of the mean grades
in courses was accomplished. Eight of the thirteen colleges were selected in which at
Least ten courses were represented at the following levels: 100-299 lower division
courses, 300-499 upper division courses, and 800-999 graduate courses. Ten courses
were randomly selected in each of the three levels of the eight colleges. Table 1
presents an analysis of variance of the mean grades in this sample. This analysis
indicates that differences in assigned grades exist among colleges and levels, but
similar differences failed to appear in the interaction between colleges and levels.
In Table 2 are presented the average grades by college and level for the random
sample. This analysis does not control for different: ability levels; it merely
communicates the varying means of assigned grades.

TABLE 1. Analysis of Variance for Sample Mean Grades at
Michigan State University, Fall, 1965

Source of Degrees of
Variation Freedom

Sum of
Squares

Mean
Square F

Table
Value

Total 239 103.18 -

Colleges 7 6.69 .96 4.00* 2.73
Levels 2 38.12 19.06 79.41* 4.71
Colleges x Levels 14 6.54 .47 1.95 2.17
Within 216 51.83 .24

*Significant at the .01 level

TABLE 2. Sample Mean Grades at Michigan State University, Fall, 1965

Couse
Levels

Agri-
culture

Colleges
Arts & Busi- Communi- Educa- Engin- Natural Social Average
Letters ness cation tion eering Science Science

Arts
100-299

Low.Div.
2.66 2.67 2.59 2.52 2.63 2.60 2.32 2.45 2.56

300499
Up.Div.

3.42 2.90 2.33 2.88 3.08 2.73 2.95 2.43 2.84

800999
Grad.

3.78 3.46 3.15 3.57 3.32 3.69 3.62 3.45 3.50

Average 3.29 3.01 2.69 2.97 3.01 3.01 2.96 2.78 2.97
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The difference in mean grades was used in a similar analysis to take advantage
of the control for ability level which it affords. Table 3 presents an analysis
of variance of the differences in mean grades for the sample. This analysis indi-
cates that differences exist among colleges, but similar differences failed to
appear among levels of courses when ability level is controlled. The interaction
between colleges and levels was also significant. It is indicated, although not con-
clusively, that differences in mean grades do not vary much from one level to another.
Table 4 presents the average difference in mean grades by colleges and levels for the
random sample. Little consistency can be perceived by levels or by colleges except
in Agriculture and Communication Arts.

TABLE 3. Analysis of Variance for Differences in Mean Grades
at Michigan State University, Fall, 1965

Source of
Variation

Degrees of
Freedom

Sum of
Squares

Mean
Square F

Table
Value*

Total 239 62.20 -

C)11eges 7 10.40 1.48 7.40* 2.05
Levels 2 .20 .10 .50 3.04
Colleges x Levels 14 7.98 .57 2.85* 1.74
Within 216 43.62 .20

*Significant at the .05 level

TABLE 4. Sample Differences in Mean Grades at Michigan State University, Fall, 1965

Course
Levels

Agri-
culture

Arts &
Letters

Colleges
Busi- Communi- Educa-
ness cation tion

Arts

Engin- Natural Social
eering Science Science Average

100-299

Low. Div.

+.27 -.16 +.09 +.14 +.36 +.37 -.17 +.05 +.12

300-499
Up.Div.

+.85 +.13 -.30 +.41 +.46 -.03 +.10 -.14 +.18

800-999
Grad.

+.78 +.04 -.03 +.22 -.13 +.19 +.26 -.03 +.16

Average +.63 .00 -.08 +.26 +.23 +.17 +.07 -.04 +.16

To illustrate the differences in mean grades assigned within a college, summary
data for each department in the College of Arts and Letters are presented in Table
5. The College of Arts and Letters was selected for this illustration because it
had among the smallest sample difference in mean grades at each level in Table 4, and
its overall average difference in mean grades was near zero. Some of the departments
in Table 5 had statistically significant differences which are probably of no practi-
cal significance. For example, Department E had a difference in mean grades of only
.08 of a grade point. This means that approximately one out of thirteen students
would be assigned one grade higher, in addition to the expected variability in grade
assignment. On the other hand, in Department N one out of two students would be so
treated.
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TABLE 5. Summary Data for Department in the College of Arts and Letters
at Michigan State University, Fall, 1965

Depart-
ment

Number of
Grades in
Section s

Mean Grade
in Section(s)

Number of
Grades in

Other Courses

Mean Grade
in other

Courses

Difference
in Mean
Grades

T-Test
of Dif-
ference*

A 37 3.24 101 3.01 0.23 1.22
B 1938 2.79 6006 2.52 0.27 10.98*

C 201 2.51 630 2.96 -0.45 -4.68*

D 49 2.64 168 2.76 -0.12 -0.53

E 4276 2.57 13806 2.49 0.08 4.60*

F 1843 2.35 6523 2.61 -0.26 -9.48*

G 43 3.21 148 2.94 0.27 2.75

H 1046 2.39 3689 2.86 -0.47 -13.30*

I 4828 2.29 16172 2.47 -0.18 -10.67*

J 108 2.72 357 2.44 0.28 3.04*

K 25 2.97 88 2.81 0.16 1.08

L 63 3.23 164 3.18 0.05 0.22

M 134 3.07 485 2.74 0.33 4.43*

N 3010 3.25 15371 2.74 0.51 27.45

0 1360 2.51 4557 2.56 -0.05 -1.45

P 666 2.70 2380 2.42 0.28 8.67*

Q 38 3.13 134 2.42 0.71 3.92*

R 307 2.85 1115 2.75 0.10 2.25
1391 2.63 4730 2.54 0.09 4.18*

*Significant at the .01 level

To illustrate the differences in mean grades assigned within a department, a
department with at least 1,000 students and an insignificant t-ratio of less than
1.96 was selected from the College of Arts and Letters. Department 0 in Table 5
met these criteria and each upper division section with at least 20 students
(required for the use of the t-test) is analyzed in Table 6.

TABLE 6. Grading Practices Analysis of Upper Division Sections of Department 0
of the College of Arts and Letters at Michigan State University, Fall, 1965

Number of
Grades in
Section

Mean Grade
in Section

Number of
Grades in

Other Courses

Mean Grade
in Other
Courses

Difference in
Mean

Grades

T-Test

of Dif-
ference*

23 2.74 79 2.71 0.03 0.02
30 2.30 101 2.52 -0.22 -0.79
64 2.91 207 2.74 0.17 2.18
25 2.76 77 2.12 0.64 2.97*
36 2.17 122 2.27 -0.10 -0.05
38 2.47 129 2.65 -0.18 -0.74
30 2.20 93 2.47 -0.27 -1.00
67 3.10 235 2.67 0.43 3.14*
26 3.15 76 2.56 0.59 5.10*
99 2.73 315 2.49 0.24 2.32
21 2.62 51 2.86 -0.24 -0.59
35 3.00 87 2.57 0.43 2.26
*Significant at the .01 level
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Upper division sections were selected to further reduce the expected variability
for this illustration. It is demonstrated in Table 6 that in a department in which
one might expect normal grading practices, there are still sections with signifi-
cantly different grades assigned to its registrants than might be expected.

To investigate the question about common final examinations, the courses in
which common finals were administered to at least ten sections of a course were
matched with courses of a similar level and discipline where common finals were
not administered. The variance of the difference in mean grades was calculated for
the groups of sections and a non-parametic technique, Wilcoxin's Matched-Pairs Signed-
Ranks Test (Downie & Heath, 1965), was used to investigate the degree of variability.
In Table 7 are presented the results of this procedure. The T of 10 indicates that

TABLE 7. Matched-Pairs Signed-Ranks Test of Variance in Grading Practices in
Courses in Which Common Final Examinations

Were and Were Not Administered

Disci- Level Common Finals
pline Variance

Othen Than Absolute
Common Finals Differ- Rank of R(+)

Variance ence Difference
R(-)

Language L.D. .0513 .1334 .0821 10 10

Language L.D. .0932 .0788 -.0144 3 3

Prof. L.D. .0439 .1629 .1190 14 14

Prof. U.D. .2715 .3157 .0442 7 7

Science L.D. .0154 .0092 -.0062 1 1

Science L.D. .0557 .1633 .1076 13 13

Science L.D. .0858 .2710 .1852 15 15

Science U.D. .0289 .0572 .0283 5 5

Science U.D. .0669 .0903 .0234 4 4
Science L.D. .1543 .2280 .0737 8 8

Science L.D. .0857 .1745 .0888 11 11

Science L.D. .1075 .0690 -.0385 6 6

Science L.D. .0348 .3129 .2781 16 16

Science L.D. .0543 .1303 .0760 9 9

Science L.D. .0274 .1190 .0916 12 12

Soc.Sci. L.D. .0544 .0641 .0097 2 2

Median .0550 .1318 .0748 Total 126 T = 10

A table value of 20 or less required for a two-tailed test at the .01 level
(Downie & Heath, 1965)

there is a significant difference in the variability of grading practices where common
final examinations were and were not used. There was less variability in courses in
which common final examinations were used. To determine whether there were differ-
ences in the mean grades assigned to this sample, the same procedure described above
was applied to the average of the differences in mean grades assigned to the courses
rather than the variance. In Table 8 are presented the findings. A T of 39 indicates,
although not conclusively, that average grades assigned are no different in courses
where common finals were and were not administered.

To investigate the question regarding mean grades assigned to honors sections, all
of the honors sections were grouped together by college. Correlated t-tests, com-
paring mean grades assigned to honors sections with mean grades assigned to the same
students in all other courses during the same term, were calculated and evaluated.
The results are summarized in Table 9. According to this analysis, mean grades
assigned are not very different in honors sections from those in other sections, ex-
cept in the University (Basic) College. In the University College, however, grading
practices are significantly higher and there are more honors sections in this college
than in any other. This state of affairs in University College influences the total
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interpretation of grading practices in honors sections. The mean grades assigned
in honors sections of the Business College are actually lower than those assigned
in other courses, although not significantly so.

TABLE 8. Matched-Pairs Signed-Ranks Test of Average Grades Assigned in Courses in
Which Common Final Examinations Were and Were Not Administered

Common Finals Other Than Absolute
Disci- Level Average Diff. Common Finals Differ- Rank of R( +) R(-)

pline in Mean Grades Average Diff. ence Difference
Language L.D. -.60 -.48 .12 3.5 3.5

Language L.D. -.05 .22 .27 9 9

Prof. L.D. -.02 .26 .28 10.5 10.5

Prof. U.D. -.34 .27 .61 15 15

Science L.D. .15 -.41 -.56 14 14

Science L.D. .12 -.52 -.64 16 16

Science L.D. -.50 -.28 .22 5 5

Science U.D. -.69 -.43 .26 7.5 7.5

Science U.D. -.36 -.37 -.01 1 1

Science L.D. -.32 -.20 .12 3.5 3.5
Science L.D. -.15 -.40 -.25 6 6

Science L.D. -.32 -.06 .26 7.5 7.5

Science L.D. -.45 -.10 .35 12 12

Science L.D. -.16 .12 .28 10.5 10.5

Science L.D. -.24 .26 .50 13 13

Soc. Sci L.D. -.18 -.26 -.08 2 2

Median -.28 -.23 .24 97 T = 39
A table value of 30 or less required for a two-tailed test at the .01 level
(Downie & Heath, 1965)

TABLE 9. Differences in Mean Grades Assigned in Honors Sections and
All Other Courses Enrolled by the Same Students

at Michigan State University, Fall, 1965

College Number of Differences t-ratio Table
Honors Sections In Mean Grades Value*

Arts & Letters 20 .20 1.03 2.86
Business 5 -.20 -1.65 4.60
Education 2 .42 7.69 63.66
Home Economics 2 .02 .38 63.66
Natural Science 16 .06 .39 2.95
Social Science 10 .18 1.58 3.25
Sub-Total 55 .12 1.33 2.68
University (Basic) 30 .28 5.19* 2.75

Total University 85 .18 2.82* 2.64
*Significant at the .01 level

To investigate the relationship between section size and average grades, Pear-
son Product-Moment Coefficients of Correlation between the two variables were
calculated for all courses with 20 or more sections. Honors sections in the
University College were excluded from this analysis because it has been determined
that grading practices are quite different in those sections than they are in
regular sections. The correlations are presented in Table 10. There seems to
be little relationship between section size and average grades assigned to a
section. Ten of the courses had small, insignificant negative correlations. Of
the 14 positive correlations, 3 were significant.
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TABLE 10. Correlation of Section Size and Average Grades in Courses with 20 or
More Sections at Michigan State University, Fall, .965

Course
Number of
Sections

Average
Section Size

Average
Grade

1 133 -.004 49 2.26

2 91 .006 49 2.36

3 146 .271* 40 2.27

4 20 .006 37 2.33
5 68 -.019 52 2.37
6 33 .006 15 2.09
7 30 .042 27 2.62
8 84 -.032 6 2.79
9 23 .005 19 2.24

10 21 -.336 18 2.13
11 47 .359* 17 2.03
12 23 .005 20 2.74
13 35 -.136 22 2.29
14 26 -.222 33 2.52
15 23 -.268 26 2.35
16 157 .165* 39 2.54
17 22 .039 37 2.83
18 44 -.055 23 2.33
19 72 .000 22 1.91

20 31 .276 32 2.02
21 44 .000 32 2.21
22 28 -.170 26 2.22
23 23 .240 28 2.23
24 32 -.280 21 2.17

* Significant at the .05 level

To gain information about grading practices in remedial courses, the data in
Table 11 were taken directly from the "Grading Practices Analysis" report for Fall,
1965. The data presented in Table 11 incEcate quite conclusively that the mean
grades assigned in these remedial sections are different from grads assigned to
the same students in all of the other courses in which they w,:re eirolled at the
same time. In two of the courses the average grades assigned were considerably
higher; in the third they were extremely

Discunsion.

Differences in mean grades assigned were found among, as well
colleges, levels, and departments. Variability of mean grades ass
cated by analysis of variance of difference in mean grades, was fo
but not among levels. Hence, average grades increase with level;
within colleges remains fairly constant through all levels. Inter
colleges and levels was insignificant for sample mean grades, but
in mean grades were considered there was significant interaction.
levels may be different from college to college, as well as the re
ence in achievement from level to level. The increased sensitivit
ence in mean grades index over the mean grade in section may also

as within,
igned, indi-
and among colleges
but variability
action between
when differences
Thus, ability

cognized differ-
y of the differ-
be reflected.
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TABLE 11. Difference in Grading Practices in Remedial Courses at
Michigan State University, Fall, 1965

Number of Mean Grade
Course Grades in in Section

Section

Number of
Grades in
Other Courses

Mean Grade
in Other
Courses

Difference
in Mean
Grades

T-Test
of Dif-
ference*

Arith. 33 3.09 121 1.91 1.18 9.52*

Impr. 32 2.81 113 1.37 1.44 9.45*
Ser. 33 2.88 118 1.91 0.97 7.83*

32 3.31 121 1.99 1.32 9.81*
Total 130 3.02 473 1.80 1.22 17.79*
Algebra 231 0.67 797 2.00 -1.33 -20.85*

179 0.51 599 2.01 -1.50 -18.52*
Total 410 0.60 1396 2.00 -1.40 -27.56*
Methods 25 2.80 83 1.78 1.02 4.29*
of 23 2.52 65 1.96 0.56 2.66

Study 22 3.00 66 2.16 0.84 3.89*
23 2.91 75 1.88 1.03 4.69*
19 2.79 69 2.06 0.73 3.10*
22 3.05 76 2.19 0.86 4.81*
21 2.62 71 1.93 0.69 2.97*
21 3.24 74 1.86 1.38 5.81*
23 3.00 73 1.87 1.13 4.35*
20 2.70 68 1.94 0.76 3.40*
23 2.96 84 2.10 0.86 4.66*
22 3.05 79 1.84 1.21 4.30*

Total 264 2.89 883 1.96 0.93 14.00*
*Significant at the .01 level

Common final examinations lessen the variability of grading practices while not
affecting average grading. This practice appears to make a positive contribution
toward consistency as compared with inconsistencies of grading practices observed
elsewhere in the survey. Of course the use of common final examinations is limited
to large-enrollment courses with several sections of the same course offered during
a given term.

Grading practices in honors sections were not very different from those in
regular courses except in the University (Basic) College. To propose the proper
level of average grades is not our purpose, but certainly it should not be expected
that students in an honors section would be graded lower or higher on the average
than in all other courses taken at the same time.

Observations regarding relationships between section size and average grades
must be tempered in that the correlations were low and balanced as far as negative
and positive directions are concerned. The slight tendency toward positive
relationships might be interpreted to mean that as class size increases it is im-
possible to accurately judge the degree of attainment of objectives of a course,
and the students are given the benefit of any doubt.

The disparity of average grades assigned in remedial courses might be attributed
to the fact that a student enrolls in a course such as this because of a particular
weakness. The relatively low mean grades in other courses indicates that students
enrolled in remedial courses persist with a low achievement level in other courses,
which results in large and significant differences in mean grades.
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Conclusions

One of the objectives of institutional research is to offer, after careful study
of a problem, some alternative courses of action. One alternative to the problems
of grading might be to expand the use of a pass-fail system of marking. This was
done at the University of Chicago in 1931 (Reeves, et al , 1933) and is tried at
many other institutions of higher education. Usually a pass-fail course must be
taken outside a student's major field, and at some colleges they do not count toward
graduation requirements (Aiken,1967). The possible outcomes include reduced pressure
on the student and teacher, but it is not clear whether this would result in an
increased or decreased level of achievement. For various reasons registrars, scholar-
ship directors, graduate schools, athletic directors, parents, and even students have
called for a return to the familiar A through F grading system. The University of
Chicago (1965a, 1965b) has returned to the traditional A through F system in con-
junction with a High Pass = 4 and Pass = 2. As Dressel (1954) described the situation:
"Studentb would like all A's, administrators would like few F's, and the teachers
would like to be left alone."

Another alternative that would leave the teachers alone, at least for a while,
is likely to consternate the registrars. This system would provide for the correc-
tion of grading inequities through the application of an "index of grading." This
is merely the ration of the mean grade in section to the mean grade in other courses.
It was first suggested by Reeves, et al, (1933) before the advent of the computer.
The data in the "Grading Practices Analysis" report provide all that is necessary
to program for what could be called an "All University Grade Point Average."
(AUGPA) A section which is assigned higher grades than its students earn in other
courses would have an index of grading greater than 1.00; one which is assigned
lower grades than the same students earn in other courses would have an index of
grading of less than 1.00. The AUGPA would be weighted accordingly with the index
of grading.

The benefits of this alternative treatment of grades are many. Students would
not be evaluated by a few professors, some of whom may be very subjective in their
judgments and prone to be extremely harsh or overly generous in their grading.
Each student's AUGPA would be determined by the grading practices of the professors
of the entire university. It would not be necessary for a student to switch majors
to graduate or to maintain a respectable grade point average. On the other hand,
there would be no havens for the less able or unmotivated students to while away
their time. This procedure of correcting grades would provide for an evaluation
of the theory of correlated reinforcement. Correlated reinforcement can be defined
as a condition when the quanity of satisfaction is related in some way to performance.
Travers (1967) suggests: "An example of correlated reinforcement is the assignment
of a grade so that the grade reflects the quality of performance." Many of the
possible benefits of correlated reinforcement are currently lost through inconsistent
grading practices.

Limitations of this alternative procedure also exist. Only grade point
averages have been considered, and the critical points on a grading scale exist at
the upper and lower end of the continuum. This area is where a student is considered
for either academic honors or dismissal, and this limitation was also recognized by
Reeves, et al, (1933). It might also be argued that if an able student selects as
his major a department where high grading practices are prevalent, an earned A may
ultimately be evaluated as something less than a 4.0. A less able student may suffer
by choosing courses or being assigned to a section where an earned C is similarly
affected. The most damaging limitation of all may be that special abilities re-
quired for success in one course are very different from those required in another.
If this is true, then it is unrealistic to expect grading indices to approach 1.0.
In response to this, Reeves, et al,(1933) stated: "The fact that academic groups are
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willing to grant a common degree, the bachelor's for attainment of very different
types possibly amounts to a recognition that there is a central core of common ele-
ments that is more important than the elements peculiar to specialization in certain
fields." If we are willing to grant a common degree, then perhaps we should at
least consider the alternative of producing common grading practices.

A less drastic proposal for attempts to reduce the variability in grading
standards observed in this study is to encourage instructors to share information
and rationale on the grades they assign their students. In colleges and univer-
sities in which grades are the private property of the instructor and the student,
variation in grading practices and standards sholl.d be expected. The availability
of information such as that contained in the "Grading Practices Analysis" report
on which this study was based provides feedback to the instructor that can be very
useful to him. Information on grade distributions for sections, courses, and depart-
ments, along with encouragement to faculty members to review and discuss it, can
be expected to serve as a self-correcting technique for reducing the variability
in grading practices frequently observed.
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